A NEW ANALYTICAL METHOD FOR SOLVING FUZZY DIFFERENTIAL EQUATIONS

S. LATA AND A. KUMAR

Abstract. In the literature, several numerical methods are proposed for solving nth-order fuzzy linear differential equations. However, till now there are only two analytical methods for the same. In this paper, the fuzzy Kolmogorov’s differential equations, obtained with the help of fuzzy Markov model of piston manufacturing system, are solved by one of these analytical methods and illustrated that the obtained solution does not represent a fuzzy number. To resolve the drawback of existing method, a new analytical method is proposed for solving nth-order fuzzy linear differential equations. Furthermore, the advantage of proposed method over existing method is also discussed.

1. Introduction

In various real-world problems, it is desirable to transform the behavior of a specific phenomenon into a deterministic initial value problem of linear systems of differential equations. However, the model is not usually perfect due to lack of certain information which must be estimated through measurements. In recent years, lot of work has been done by several authors in fuzzy differential equations [1-11,33,37-39,46-48,50-52].

The concept of fuzzy derivative was first introduced by Chang and Zadeh [21]. It was followed by Dubois and Prade [28], who defined and applied the extension principle. Goetschel-Voxman derivative was defined in [33]. Seikkala [52] defined fuzzy derivative which is the generalization of Hukuhara derivative [51]. Fuzzy initial value problem has been studied by Kaleva [38, 39] and Seikkala [52], higher order fuzzy differential equations have been studied in [15, 32] and numerical methods have been discussed in [1, 2, 3, 4, 6, 7, 8, 47, 50].

Fuzzy differential equations are utilized to analyze the behavior of phenomena that are subject to imprecise or uncertain factors, ranging from particle physics [46], chaotic systems [30, 31] and engineering [48] to medicine [10] and computational biology [9, 19, 20].

Similar to ordinary differential equations, the analytical solution of fuzzy differential equations is often difficult. Buckley and Feuring [15] introduced two analytical methods for solving nth-order fuzzy linear differential equations. Their first method of solution is to fuzzify the crisp solution and to check that the obtained solution
satisfies the differential equation or not and in the second method they first solve fuzzy differential equation and then check that if it defines a fuzzy function or not.

In this paper, the fuzzy Kolmogorov’s differential equations are solved by an existing analytical method and illustrated that the obtained solution does not define a fuzzy number. To resolve the drawback of existing method, a new analytical method is proposed for solving \( n \)th-order fuzzy linear differential equations and the advantage of proposed method over existing method is also demonstrated.

This paper is organized as follows: In section 2, some basic definitions and arithmetic operations are presented. In section 3, an existing analytical method for solving \( n \)th-order fuzzy linear differential equations is illustrated. The drawback of existing method is pointed out in section 4 and the drawback of the existing method while solving real life problems is discussed in section 5. In section 6, a new analytical method is proposed to find the solution of \( n \)th-order fuzzy linear differential equations with the help of JMD LR flat fuzzy numbers. Also, the advantage of proposed method over the existing method as well as the advantage of JMD LR flat fuzzy numbers over existing LR flat fuzzy numbers are discussed. In section 7, fuzzy reliability of piston manufacturing system is evaluated. The conclusion is drawn in section 8.

2. Preliminaries

In this section, some basic definitions and arithmetic operations are presented.

2.1. Basic Definitions. In this section, some basic definitions are presented.

2.1.1. \( \alpha \)-cut. In this section, definitions of \( \alpha \)-cut of a fuzzy number, zero \( \alpha \)-cut and equality of \( \alpha \)-cuts are presented [40].

**Definition 2.1.** An \( \alpha \)-cut of a fuzzy number \( \tilde{A} \) is defined as a crisp set \( A_\alpha = \{ x : \mu_{\tilde{A}}(x) \geq \alpha, x \in X \} \), where \( \alpha \in [0, 1] \).

**Definition 2.2.** An \( \alpha \)-cut \( A_\alpha = [a, b] \) is said to be zero \( \alpha \)-cut if and only if \( a = 0 \) and \( b = 0 \).

**Definition 2.3.** Two \( \alpha \)-cuts \( A_\alpha = [a_1, b_1] \) and \( B_\alpha = [a_2, b_2] \) are said to be equal i.e., \( A_\alpha = B_\alpha \) if and only if \( a_1 = a_2 \) and \( b_1 = b_2 \).

2.1.2. LR Flat Fuzzy Number. In this section, definitions of LR flat fuzzy number, zero LR flat fuzzy number and equality of LR flat fuzzy numbers are presented [27].

**Definition 2.4.** A fuzzy number \( \tilde{A} = (m, n, \alpha^L, \alpha^R)_{LR} \) is said to be an LR flat fuzzy number if

\[
\mu_{\tilde{A}}(x) = \begin{cases} 
L \left( \frac{m-x}{\alpha^L} \right), & \text{for } x \leq m, \ \alpha^L > 0 \\
R \left( \frac{n-x}{\alpha^R} \right), & \text{for } x \geq n, \ \alpha^R > 0 \\
1, & \text{otherwise}
\end{cases}
\]

If \( m = n \) then \( \tilde{A} = (m, n, \alpha^L, \alpha^R)_{LR} \) will be converted into \( \tilde{A} = (m, \alpha^L, \alpha^R)_{LR} \) and is said to be LR fuzzy number.

\( L : [0, \infty) \to [0, 1] \) and \( R : [0, \infty) \to [0, 1] \) are called reference functions, which are
continuous, non-increasing functions that defines the left and right shapes of \( \mu_{\tilde{A}}(x) \) respectively and \( L(0) = R(0) = 1 \).

**Definition 2.5.** An \( LR \) flat fuzzy number \( \tilde{A} = (m, n, \alpha_L, \alpha_R)_{LR} \) is said to be zero \( LR \) flat fuzzy number if and only if \( m = 0, n = 0, \alpha_L = \) and \( \alpha_R = 0 \).

**Definition 2.6.** An \( LR \) flat fuzzy number \( \tilde{A} = (m, n, \alpha_L, \alpha_R)_{LR} \) is said to be non-negative \( LR \) flat fuzzy number if and only if \( m - \alpha_L \geq 0 \).

**Definition 2.7.** Two \( LR \) flat fuzzy numbers \( \tilde{A}_1 = (m_1, n_1, \alpha_L^1, \alpha_R^1)_{LR} \) and \( \tilde{A}_2 = (m_2, n_2, \alpha_L^2, \alpha_R^2)_{LR} \) are said to be equal i.e., \( \tilde{A}_1 = \tilde{A}_2 \) if and only if \( m_1 = m_2, n_1 = n_2, \alpha_L^1 = \alpha_L^2 \) and \( \alpha_R^1 = \alpha_R^2 \).

**Definition 2.8.** Let \( \tilde{A} = (m, n, \alpha_L, \alpha_R)_{LR} \) be an \( LR \) flat fuzzy number and \( \lambda \) be a real number in the interval \( [0, 1] \) then the crisp set, \( A_\lambda = \{ x \in X : \mu_{\tilde{A}}(x) \geq \lambda \} = [m - \alpha_L - \lambda^{-1}(\lambda), n + \alpha_R - \lambda^{-1}(\lambda)] \), is said to be \( \lambda \)-cut of \( \tilde{A} \).

**Remark 2.9.** [52] For fuzzy process, \( y : I \rightarrow E \) with \( y(t, r) \). The Seikkala derivative \( y'(t, r) \) of a fuzzy process \( y \) is defined by 
\[
y'(t, r) = \left[ y'(t, r), \frac{y(t, r)}{r} \right], \quad 0 < r \leq 1
\]
provided that this equation defines a fuzzy number \( y'(t) \in E \).

### 2.2. Arithmetic Operations

**2.2.1. Arithmetic Operations Between Intervals.** In this section, some arithmetic operations between intervals and \( LR \) flat fuzzy numbers are presented.

Let \( A = [a_1, b_1], B = [a_2, b_2] \) be two intervals. Then,
\[
\begin{align*}
(i) \quad A + B &= [a_1 + a_2, b_1 + b_2] \\
(ii) \quad A - B &= [a_1 - b_2, b_1 - a_2] \\
(iii) \quad \lambda A &= \begin{cases} 
\lambda a_1, & \lambda \geq 0 \\
\lambda b_1, & \lambda \leq 0
\end{cases} \\
(iv) \quad AB &= [a, b], \text{ where, } a = \text{minimum}(a_1 a_2, a_1 b_2, a_2 b_1, b_1 b_2) \text{ and } b = \text{maximum}(a_1 a_2, a_1 b_2, a_2 b_1, b_1 b_2)
\end{align*}
\]

**2.2.2. Arithmetic Operations Between \( LR \) Flat Fuzzy Numbers.** In this section, arithmetic operations between \( LR \) flat fuzzy numbers are presented [27].

Let \( \tilde{A}_1 = (m_1, n_1, \alpha_L^1, \alpha_R^1)_{LR}, \tilde{A}_2 = (m_2, n_2, \alpha_L^2, \alpha_R^2)_{LR} \) be any \( LR \) flat fuzzy numbers and \( \tilde{A}_3 = (m_3, n_3, \alpha_L^3, \alpha_R^3)_{RL} \) be any \( R-L \) flat fuzzy number. Then,
\[
\begin{align*}
(i) \quad \tilde{A}_1 \oplus \tilde{A}_2 &= (m_1 + m_2, n_1 + n_2, \alpha_L^1 + \alpha_L^2, \alpha_R^1 + \alpha_R^2)_{LR} \\
(ii) \quad \tilde{A}_1 \otimes \tilde{A}_2 &= (m_1 - n_3, n_1 - m_3, \alpha_L^1 + \alpha_R^3, \alpha_R^1 + \alpha_L^3)_{LR} \\
(iii) \quad \text{if } \tilde{A}_1 \text{ and } \tilde{A}_2 \text{ both are non-negative then} \\
& \quad \tilde{A}_1 \oplus \tilde{A}_2 \simeq (m_1 m_2, n_1 n_2, \alpha_L^1 m_2 + \alpha_R^1 n_2 - \alpha_R^1 \alpha_R^2, n_1 \alpha_R^2 + \alpha_R^1 n_2 + \alpha_R^1 \alpha_R^2)_{LR} \\
(iv) \quad \text{if } \tilde{A}_1 \text{ is non-positive and } \tilde{A}_2 \text{ is non-negative then} \\
& \quad \tilde{A}_1 \oplus \tilde{A}_2 \simeq (m_1 n_2, n_1 m_2, \alpha_L^1 n_2 - m_1 \alpha_L^2, \alpha_R^1 m_2 - n_1 \alpha_L^2 - \alpha_R^1 \alpha_R^2)_{LR} \\
(v) \quad \text{if } \tilde{A}_1 \text{ is non-negative and } \tilde{A}_2 \text{ is non-positive then} \\
& \quad \tilde{A}_1 \oplus \tilde{A}_2 \simeq (n_1 m_2, m_1 n_2, \alpha_L^1 \alpha_L^2 - \alpha_R^1 m_2 + \alpha_R^1 \alpha_L^2, m_1 \alpha_R^2 - \alpha_L^1 n_2 - \alpha_R^1 \alpha_L^2)_{LR}
\end{align*}
\]
(vi) If \( \tilde{A}_1 \) and \( \tilde{A}_2 \) both are non-positive then
\[
\tilde{A}_1 \circ \tilde{A}_2 \simeq (n_1 n_2, m_1 m_2, -n_1 \alpha^L_2 - \alpha^R_1 n_2 - \alpha^R_1 m_2 - \alpha^L_2 m_2 + \alpha^L_2 \alpha^L_2)_{LR}
\]

(vii) \( \lambda \tilde{A}_1 = \begin{cases} 
(\lambda n_1, \lambda m_1, \lambda \alpha^L_1, \lambda \alpha^R_1)_{LR} & \lambda \geq 0 \\
(\lambda n_1, \lambda m_1, -\lambda \alpha^R_1, -\lambda \alpha^L_1)_{RL} & \lambda < 0
\end{cases} \)

3. Existing Method

Buckley and Feuring [15] introduced two analytical methods for solving nth-order fuzzy linear differential equations. In this section, one of these existing methods is illustrated.

The solution of nth-order fuzzy linear differential equation
\[
\tilde{a}_n \tilde{y}^{(n)} + \tilde{a}_{n-1} \tilde{y}^{(n-1)} + \ldots + \tilde{a}_1 \tilde{y}^{(1)} + \tilde{a}_0 \tilde{y} = \tilde{g}(x)
\]
with initial conditions \( \tilde{y}(0) = \tilde{y}^{(1)}(0) = \ldots = \tilde{y}^{(n-1)}(0) = \tilde{y}_{n-1} \)
where, \( \tilde{y}^{(i)} = \frac{d^i \tilde{y}}{dx^i} \) for \( i = n, n-1, \ldots, 1, \tilde{a}_n, \tilde{a}_{n-1}, \tilde{a}_{n-2}, \ldots, \tilde{a}_1, \tilde{a}_0 \) are LR flat fuzzy numbers, can be obtained by using the following steps:

**Step 1:** Find the \( \alpha \)-cuts \( [a_{n(1)}(x, \alpha), a_{n(2)}(x, \alpha)], [a_{n-1(1)}(x, \alpha), a_{n-1(2)}(x, \alpha)], \ldots, [a_{1(1)}(x, \alpha), a_{1(2)}(x, \alpha)], [a_{0(1)}(x, \alpha), a_{0(2)}(x, \alpha)], [y_1^{(1)}(x, \alpha), y_1^{(2)}(x, \alpha)], [y_2^{(1)}(x, \alpha), y_2^{(2)}(x, \alpha)] \) and \( [\tilde{y}_0(0, \alpha), \tilde{y}_0(2)(0, \alpha), \tilde{y}_0(1)(0, \alpha)] \) corresponding to fuzzy parameters \( \tilde{a}_n, \tilde{a}_{n-1}, \tilde{a}_{n-2}, \ldots, \tilde{a}_1, \tilde{a}_0 \) respectively.

**Step 2:** Replacing \( \tilde{a}_n, \tilde{a}_{n-1}, \tilde{a}_{n-2}, \ldots, \tilde{a}_1, \tilde{a}_0 \) by their \( \alpha \)-cuts, obtained in Step 1, the equation (1) can be written as:
\[
[a_{n(1)}(x, \alpha), a_{n(2)}(x, \alpha)]y_1^{(n)}(x, \alpha) + [a_{n-1(1)}(x, \alpha), a_{n-1(2)}(x, \alpha)]y_2^{(n-1)}(x, \alpha) + \ldots + [a_{1(1)}(x, \alpha), a_{1(2)}(x, \alpha)]y_1^{(1)}(x, \alpha) + [a_{0(1)}(x, \alpha), a_{0(2)}(x, \alpha)]y_2^{(0)}(x, \alpha) = [y_1(x, \alpha), y_2(x, \alpha)]
\]
with initial conditions \( [y_1(0, \alpha), y_2(0, \alpha)] = [\tilde{y}_0(0, \alpha), \tilde{y}_0(2)(0, \alpha), \tilde{y}_0(1)(0, \alpha)] \).

**Step 3:** Using Definition 2.3 and section 2.2.1, the equation (2) can be split into two ordinary differential equations.

**Step 4:** Solve the ordinary differential equations, obtained in Step 3, to find the values of \( y_1(x_0, \alpha) \) and \( y_2(x_0, \alpha) \) corresponding to \( x = x_0 \), where \( x_0 \) is any real number.

**Step 5:** Check that \( [y_1(x_0, \alpha), y_2(x_0, \alpha)] \) defines the \( \alpha \)-cut of a fuzzy number or not i.e., the following conditions are satisfied or not.

(i) \( y_1(x_0, \alpha) \) is monotonically increasing function for \( \alpha \in [0, 1] \)

(ii) \( y_2(x_0, \alpha) \) is monotonically decreasing function for \( \alpha \in [0, 1] \)

**Case 1:** If \( [y_1(x_0, \alpha), y_2(x_0, \alpha)] \) defines \( \alpha \)-cut of a fuzzy number then the fuzzy solution \( \tilde{y}(x_0) \) of fuzzy differential equation (1) exist and \( [y_1(x_0, \alpha), y_2(x_0, \alpha)] \) represents the \( \alpha \)-cut corresponding to fuzzy solution \( \tilde{y}(x_0) \).

**Case 2:** If \( [y_1(x_0, \alpha), y_2(x_0, \alpha)] \) does not define \( \alpha \)-cut of a fuzzy number then the fuzzy solution \( \tilde{y}(x_0) \) of fuzzy differential equation (1) does not exist.
4. Drawback of Existing Method

To specify the drawback of existing method [15], the system of fuzzy equations is solved by existing method [15].

Example 4.1. Solve the following system of fuzzy equations:

\[
\begin{align*}
(m_{11}, n_{11}, \alpha_{11}^L, \alpha_{11}^R, \alpha_{11}^I)_{LR} + (m_{12}, n_{12}, \alpha_{12}^L, \alpha_{12}^R, \alpha_{12}^I)_{LR} &= (20, 30, 10, 10)_{LR} \\
(m_{21}, n_{21}, \alpha_{21}^L, \alpha_{21}^R, \alpha_{21}^I)_{LR} + (m_{22}, n_{22}, \alpha_{22}^L, \alpha_{22}^R, \alpha_{22}^I)_{LR} &= (20, 35, 5, 5)_{LR} \\
(m_{11}, n_{11}, \alpha_{11}^L, \alpha_{11}^R)_{LR} + (m_{21}, n_{21}, \alpha_{21}^L, \alpha_{21}^R)_{LR} &= (15, 25, 3, 5)_{LR}
\end{align*}
\]

(3)

4.1. Solution of the Chosen Problem. With the help of the existing method [15], the solution of system of fuzzy equations (3) can be obtained by using the following steps:

Step 1: Replacing \((m_{ij}, n_{ij}, \alpha_{ij}^L, \alpha_{ij}^R)_{LR}\) by its \(\alpha\)-cut \([m_{ij} - \alpha_{ij}^L L^{-1}(\alpha), n_{ij} + \alpha_{ij}^R R^{-1}(\alpha)]\), the system of fuzzy equations (3) can be written as:

\[
\begin{align*}
[m_{11} - \alpha_{11}^L L^{-1}(\alpha), n_{11} + \alpha_{11}^R R^{-1}(\alpha)] &+ [m_{12} - \alpha_{12}^L L^{-1}(\alpha), n_{12} + \alpha_{12}^R R^{-1}(\alpha)] \\
[m_{21} - \alpha_{21}^L L^{-1}(\alpha), n_{21} + \alpha_{21}^R R^{-1}(\alpha)] &+ [m_{22} - \alpha_{22}^L L^{-1}(\alpha), n_{22} + \alpha_{22}^R R^{-1}(\alpha)] \\
[m_{11} - \alpha_{11}^L L^{-1}(\alpha), n_{11} + \alpha_{11}^R R^{-1}(\alpha)] &+ [m_{21} - \alpha_{21}^L L^{-1}(\alpha), n_{21} + \alpha_{21}^R R^{-1}(\alpha)] \\
[m_{12} - \alpha_{12}^L L^{-1}(\alpha), n_{12} + \alpha_{12}^R R^{-1}(\alpha)] &+ [m_{22} - \alpha_{22}^L L^{-1}(\alpha), n_{22} + \alpha_{22}^R R^{-1}(\alpha)]
\end{align*}
\]

(4)

Step 2: Using section 2.2.1, the system of equations (4) can be written as:

\[
\begin{align*}
[m_{11} - \alpha_{11}^L L^{-1}(\alpha), n_{11} + \alpha_{11}^R R^{-1}(\alpha)] &+ [m_{12} - \alpha_{12}^L L^{-1}(\alpha), n_{12} + \alpha_{12}^R R^{-1}(\alpha)] \\
[m_{21} - \alpha_{21}^L L^{-1}(\alpha), n_{21} + \alpha_{21}^R R^{-1}(\alpha)] &+ [m_{22} - \alpha_{22}^L L^{-1}(\alpha), n_{22} + \alpha_{22}^R R^{-1}(\alpha)] \\
[m_{11} - \alpha_{11}^L L^{-1}(\alpha), n_{11} + \alpha_{11}^R R^{-1}(\alpha)] &+ [m_{21} - \alpha_{21}^L L^{-1}(\alpha), n_{21} + \alpha_{21}^R R^{-1}(\alpha)] \\
[m_{12} - \alpha_{12}^L L^{-1}(\alpha), n_{12} + \alpha_{12}^R R^{-1}(\alpha)] &+ [m_{22} - \alpha_{22}^L L^{-1}(\alpha), n_{22} + \alpha_{22}^R R^{-1}(\alpha)]
\end{align*}
\]

(5)

Step 3: Using Definition 2.3, the system of equations (5) can be written as:

\[
\begin{align*}
m_{11} - \alpha_{11}^L L^{-1}(\alpha) &+ m_{12} - \alpha_{12}^L L^{-1}(\alpha) = 20 - 10L^{-1}(\alpha) \\
n_{11} + \alpha_{11}^R R^{-1}(\alpha) &+ n_{12} + \alpha_{12}^R R^{-1}(\alpha) = 30 + 10R^{-1}(\alpha) \\
m_{21} - \alpha_{21}^L L^{-1}(\alpha) &+ m_{22} - \alpha_{22}^L L^{-1}(\alpha) = 20 - 5L^{-1}(\alpha) \\
n_{21} + \alpha_{21}^R R^{-1}(\alpha) &+ n_{22} + \alpha_{22}^R R^{-1}(\alpha) = 35 + 5R^{-1}(\alpha) \\
m_{11} - \alpha_{11}^L L^{-1}(\alpha) &+ m_{21} - \alpha_{21}^L L^{-1}(\alpha) = 15 - 3L^{-1}(\alpha) \\
n_{11} + \alpha_{11}^R R^{-1}(\alpha) &+ n_{21} + \alpha_{21}^R R^{-1}(\alpha) = 25 + 5R^{-1}(\alpha)
\end{align*}
\]

(6)

Step 4: On solving the system of equations (6) for \(\alpha = 0\), the following optimal solution is obtained:

\[
\begin{align*}
m_{11} &= 15, n_{11} = 25, \alpha_{11}^L = 15, \alpha_{11}^R = 5 \\
m_{12} &= 5, n_{12} = 5, \alpha_{12}^L = -5, \alpha_{12}^R = 5 \\
m_{21} &= 0, n_{21} = 0, \alpha_{21}^L = -12, \alpha_{21}^R = 0 \\
m_{22} &= 20, n_{22} = 35, \alpha_{22}^L = 17, \alpha_{22}^R = 5
\end{align*}
\]

4.2. Shortcoming of Obtained Result. In the fuzzy number \((m_{ij}, n_{ij}, \alpha_{ij}^L, \alpha_{ij}^R)_{LR}\), the conditions \(m_{ij} \leq n_{ij}, \alpha_{ij}^L \geq 0\) and \(\alpha_{ij}^R \geq 0\) should always be satisfied but in the obtained solution \(\alpha_{12}^L < 0\) and \(\alpha_{21}^L < 0\). Hence, on the basis of obtained solution
by applying the existing method [15], one may conclude that the system of fuzzy equations (3) is infeasible.

However, if the system of equations, obtained in Step 3, is solved with the restrictions $m_{ij} \leq n_{ij}$, $\alpha_{ij}^L \geq 0$ and $\alpha_{ij}^R \geq 0$ then the following feasible solution is obtained:

$m_{11} = 0, n_{11} = 10, \alpha_{11}^L = 0, \alpha_{11}^R = 5$
$m_{12} = 20, n_{12} = 20, \alpha_{12}^L = 10, \alpha_{12}^R = 5$
$m_{21} = 15, n_{21} = 15, \alpha_{21}^L = 3, \alpha_{21}^R = 0$
$m_{22} = 5, n_{22} = 20, \alpha_{22}^L = 2, \alpha_{22}^R = 5$

On the basis of the above result, it can be concluded that although the chosen system of fuzzy equations is feasible but no feasible solution can be obtained by applying existing method [15].

4.3. **Reason of Shortcoming.** On solving the system of ordinary differential equations, obtained in Step 3 of the existing method [15], the following shortcoming may occur:

4.3.1. **Shortcoming Due to Analytical Methods.** If the system of ordinary differential equations, obtained in Step 3 of the existing method [15], is solved by any analytical method then it is not possible to apply any restriction on the dependent variables $y_1$ and $y_2$. If there exist more than one fuzzy solution of a fuzzy differential equation then by using the existing method [15] that solution may be obtained which satisfies the condition $y_1 \leq y_2$ and on the basis of the obtained solution, one may conclude that the solution of the fuzzy differential equation does not exist whereas in actual there may possibly exist feasible solution of fuzzy differential equation.

4.3.2. **Shortcoming Due to Numerical Methods.** In practice, it is not always possible to find the exact solution of ordinary differential equations and in such cases the numerical methods are employed to solve ordinary differential equations. If the system of ordinary differential equations, obtained in Step 3 of the existing method [15], is solved by numerical methods then it is not possible to apply any restriction on the dependent variables $y_1$ and $y_2$. Therefore, the confusion regarding the feasibility of chosen fuzzy differential equation may take place.

5. **Shortcoming of Existing Method in Real Life Problems**

In the literature, several methods [34, 35, 36, 44, 49, 53, 55, 56, 57] are proposed to evaluate fuzzy reliability of industrial systems. One of these existing methods for evaluating the fuzzy reliability is by using fuzzy Markov modeling [12, 41, 43, 45, 54], wherein fuzzy Kolmogorov’s differential equations are developed by fuzzy Markov model. Further, fuzzy reliability is evaluated by solving the attained fuzzy Kolmogorov’s differential equations.

In this section, fuzzy Kolmogorov’s differential equations, obtained by using fuzzy Markov model of piston manufacturing system, are solved by using an analytical method [15] and it is illustrated that the obtained solution does not define a fuzzy number. Therefore, the solution of fuzzy Kolmogorov’s differential equations can not be used to evaluate fuzzy reliability of piston manufacturing system.
5.1. **Fuzzy Markov Modeling of Piston Manufacturing System.** Piston manufacturing system consists of two sub-systems namely $R_1$ and $R_2$, which are connected in series. Further the sub-system $R_1$ consists of six sub-systems namely $A, B, C, D, E$ and $F$ and similarly, six sub-systems namely $G, H, I, J, K$ and $L$ constitute the sub-system $R_2$. Markov models for sub-system $R_1$ and sub-system $R_2$ are shown in Figure 1 and Figure 2 respectively.

The operations that are performed on these machines or sub-systems are as follows:

1. **Sub-system $A$ (Fixture Seat Machine):** This machine is used to clamp the piston.

2. **Sub-system $B$ (Rough Grooving and Turning Machine):** On this machine, rough grooves are made on piston. Turning operation is performed on this machine i.e., to bring the dia of piston to proper size.
3. **Sub-system C (Rough Pin Hole Boring Machine):** Pin hole boring operation is performed using this machine i.e., proper size is given to holes.

4. **Sub-system D (Oil Hole Drilling Machine):** On this machine, one hole is made on the piston to supply the oil. The oil is used to move piston in cylinder smoothly.

5. **Sub-system E (Finishing Grooving Machine):** On this machine, the finishing is given to rough grooves which are prepared using sub-system B.

6. **Sub-system F (Finish Profile Turning Machine):** Oval shape is given to piston using this machine.

7. **Sub-system G (Finish Pin Hole Boring Machine):** On this machine, finishing is given to the pin hole portion which is prepared using sub-system C.

8. **Sub-system H (Finish Crown and Cavity Machine):** On this machine, finishing operation is performed on the crown of piston.

9. **Sub-system I (Valve Milling Machine):** On this machine, valve recess is made on the piston.

10. **Sub-system J (Chamfering or Radius Machine):** This machine rounds off the corners of the piston so that it can run smoothly in the cylinder.

11. **Sub-system K (Circlip Grooving Machine):** On this machine, circlip grooves are made on the piston.

12. **Sub-system L (Piston Cleaning Machine):** This machine is used to clean the inside and outside portion of the piston.

5.2. **Notation.** In this section, notation that is used to evaluate the fuzzy reliability of piston manufacturing system are presented:

1. $A, B, C, D, E, F$ and $G, H, I, J, K, L$ denote good conditions of sub-systems of $R_1$ and $R_2$ respectively.

2. The symbols $a, b, c, d, e, f, g, h, i, j, k$ and $l$ represent the failed state of the sub-systems $A, B, C, D, E, F, G, H, I, J, K$ and $L$ respectively.

3. $\bar{C}, \bar{E}$ and $\bar{G}$ indicate that the sub-systems $C, E$ and $G$ are working in reduced state.

4. $\hat{\chi}_i (i = 1$ to 8) represents the fuzzy failure rates of the relevant sub-systems, when the transition is from $A$ to $a$, $B$ to $b$, $D$ to $d$, $F$ to $f$, $C$ to $\bar{C}$, $E$ to $\bar{E}$, $\bar{C}$ to $c$ and $\bar{E}$ to $e$ respectively.

5. $\hat{\beta}_i (i = 1$ to 8) represents the fuzzy repair rates of the relevant sub-systems, when the transition is from $a$ to $A$, $b$ to $B$, $d$ to $D$, $f$ to $F$, $\bar{C}$ to $C$, $\bar{E}$ to $E$, $c$ to $C$ and $e$ to $E$ respectively.

6. $\hat{\eta}_i (i = 1$ to 7) represents the fuzzy failure rates of the relevant sub-systems, when the transition is from $H$ to $h$, $I$ to $i$, $J$ to $j$, $K$ to $k$, $L$ to $l$, $G$ to $\bar{G}$ and $\bar{G}$ to $g$ respectively.

7. $\hat{\mu}_i (i = 1$ to 7) represents the fuzzy repair rates of the relevant sub-systems, when the transition is from $h$ to $H$, $i$ to $I$, $j$ to $J$, $k$ to $K$, $l$ to $L$, $G$ to $G$ and $g$ to $G$ respectively.

8. $\hat{P}_j (t), j = 1, 2, ..., n$ represents the fuzzy probability that the system is in state $S_j$ at time $t$, where $n$ is number of states. $\hat{P}_j'(t), j = 1, 2, ..., n$ represents derivative of $\hat{P}_j (t)$ with respect to $t$. 
9. $\hat{R}_1(t)$ and $\hat{R}_2(t)$ denote the fuzzy reliability of the sub-systems $R_1$ and $R_2$ respectively.

10. $\hat{R}(t)$ represents the fuzzy reliability of the whole system.

5.3. Assumptions. In this section, the assumptions that are made to evaluate fuzzy reliability of piston manufacturing system are as follows:

(i) Fuzzy failure rates and fuzzy repair rates are independent with each other and their unit is per hour.

(ii) There are no simultaneous failures among the sub-systems.

(iii) Sub-systems $C,E$ and $G$ fails through reduced states only.

5.4. Data. On the basis of perception of experts, the appropriate failure rates and repair rates for different sub-systems of $R_1$ and $R_2$ are shown in Table 1 and Table 2 respectively.

<table>
<thead>
<tr>
<th>Fuzzy failure rate</th>
<th>Fuzzy repair rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\chi}<em>1 = (0.00126, 0.00054, 0.00021, 0.00021)</em>{LR}$</td>
<td>$\tilde{\beta}<em>1 = (1.0584, 1.0000, 0.00021, 0.00021)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>2 = (0.00054, 0.00066, 0.00009, 0.00009)</em>{LR}$</td>
<td>$\tilde{\beta}<em>2 = (0.04214, 0.04386, 0.00029, 0.00029)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>3 = (0.00010, 0.00099, 0.000135, 0.000135)</em>{LR}$</td>
<td>$\tilde{\beta}<em>3 = (0.4905, 0.5015, 0.00015, 0.00015)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>4 = (0.00081, 0.00099, 0.000135, 0.000135)</em>{LR}$</td>
<td>$\tilde{\beta}<em>4 = (0.28028, 0.29172, 0.00858, 0.00858)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>5 = (0.00027, 0.00033, 0.00004, 0.00004)</em>{LR}$</td>
<td>$\tilde{\beta}<em>5 = (0.6566, 0.6834, 0.0015, 0.0015)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>6 = (0.00027, 0.00033, 0.00004, 0.00004)</em>{LR}$</td>
<td>$\tilde{\beta}<em>6 = (0.0343, 0.0357, 0.00105, 0.00105)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>7 = (0.00009, 0.00011, 0.00001, 0.00002)</em>{LR}$</td>
<td>$\tilde{\beta}<em>7 = (0.2450, 0.2550, 0.00075, 0.00075)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\chi}<em>8 = (0.00081, 0.00099, 0.000135, 0.000135)</em>{LR}$</td>
<td>$\tilde{\beta}<em>8 = (0.05782, 0.06018, 0.00177, 0.00177)</em>{LR}$</td>
</tr>
</tbody>
</table>

Table 1. Fuzzy Failure Rates and Fuzzy Repair Rates for the Different Sub-systems of $R_1$

<table>
<thead>
<tr>
<th>Fuzzy failure rate</th>
<th>Fuzzy repair rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\eta}<em>1 = (0.00126, 0.00154, 0.00021, 0.00021)</em>{LR}$</td>
<td>$\tilde{\mu}<em>1 = (0.3234, 0.3366, 0.0099, 0.0099)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>2 = (0.00027, 0.00033, 0.00004, 0.00004)</em>{LR}$</td>
<td>$\tilde{\mu}<em>2 = (0.4905, 0.5015, 0.00015, 0.00015)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>3 = (0.00009, 0.00011, 0.00001, 0.00002)</em>{LR}$</td>
<td>$\tilde{\mu}<em>3 = (0.6566, 0.6834, 0.0015, 0.0015)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>4 = (0.00027, 0.00033, 0.00004, 0.00004)</em>{LR}$</td>
<td>$\tilde{\mu}<em>4 = (0.0343, 0.0357, 0.00105, 0.00105)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>5 = (0.00009, 0.00011, 0.00001, 0.00002)</em>{LR}$</td>
<td>$\tilde{\mu}<em>5 = (2.9694, 3.0906, 0.0909, 0.0909)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>6 = (0.00081, 0.00099, 0.000135, 0.000135)</em>{LR}$</td>
<td>$\tilde{\mu}<em>6 = (0.21756, 0.22644, 0.00666, 0.00666)</em>{LR}$</td>
</tr>
<tr>
<td>$\tilde{\eta}<em>7 = (0.00036, 0.00044, 0.00006, 0.00006)</em>{LR}$</td>
<td>$\tilde{\mu}<em>7 = (0.1225, 0.1275, 0.00375, 0.00375)</em>{LR}$</td>
</tr>
</tbody>
</table>

Table 2. Fuzzy Failure Rates and Fuzzy Repair Rates for the Different Sub-systems of $R_2$

where, $L(x) = R(x) = \max\{0, 1 - x\}$

5.5. Fuzzy Kolmogorov’s Differential Equations. In this section, fuzzy Kolmogorov’s differential equations are developed by using Markov model of sub-system $R_1$ and sub-system $R_2$.

Fuzzy Kolmogorov’s differential equations for sub-system $R_1$ associated with Markov model (Figure 1) are:

\[
\tilde{P}_1^{(1)}(t) \oplus \tilde{\chi}_1 \tilde{P}_1(t) = \tilde{\beta}_1 \tilde{P}_5(t) \oplus \tilde{\beta}_2 \tilde{P}_6(t) \oplus \tilde{\beta}_3 \tilde{P}_7(t) \oplus \tilde{\beta}_4 \tilde{P}_8(t) \oplus \tilde{\beta}_5 \tilde{P}_2(t) \oplus \tilde{\beta}_6 \tilde{P}_3(t) \oplus \tilde{\beta}_7 \tilde{P}_17(t) \oplus \tilde{\beta}_8 \tilde{P}_{18}(t)
\]
\[ \hat{P}_2(t) \oplus \tilde{\lambda}_2 \hat{P}_2(t) = \tilde{\beta}_1 \hat{P}_9(t) \oplus \tilde{\beta}_2 \hat{P}_{10}(t) \oplus \tilde{\beta}_3 \hat{P}_{11}(t) \oplus \tilde{\beta}_4 \hat{P}_{12}(t) \oplus \tilde{\beta}_8 \hat{P}_{20}(t) \oplus \tilde{\chi}_5 \hat{P}_1(t) \]
\[ \hat{P}_3(t) \oplus \tilde{\lambda}_3 \hat{P}_3(t) = \tilde{\beta}_1 \hat{P}_{13}(t) \oplus \tilde{\beta}_2 \hat{P}_{14}(t) \oplus \tilde{\beta}_3 \hat{P}_{15}(t) \oplus \tilde{\beta}_4 \hat{P}_{16}(t) \oplus \tilde{\beta}_7 \hat{P}_{19}(t) \oplus \tilde{\chi}_8 \hat{P}_1(t) \]
\[ \hat{P}_4(t) \oplus \tilde{\lambda}_4 \hat{P}_4(t) = \tilde{\beta}_1 \hat{P}_{21}(t) \oplus \tilde{\beta}_2 \hat{P}_{22}(t) \oplus \tilde{\beta}_3 \hat{P}_{23}(t) \oplus \tilde{\beta}_4 \hat{P}_{24}(t) \oplus \tilde{\chi}_5 \hat{P}_3(t) \oplus \tilde{\chi}_6 \hat{P}_2(t) \]
\[ \hat{P}_5_{i+1}(t) \oplus \tilde{\beta}_i \hat{P}_{5+i}(t) = \tilde{\chi}_i \hat{P}_i(t), i = 1, 2, 3, 4 \]
\[ \hat{P}_{12+i}(t) \oplus \tilde{\beta}_i \hat{P}_{12+i}(t) = \tilde{\chi}_i \hat{P}_3(t), i = 1, 2, 3, 4 \]
\[ \hat{P}_{17}(t) \oplus \tilde{\beta}_7 \hat{P}_{17}(t) = \tilde{\chi}_7 \hat{P}_2(t) \]
\[ \hat{P}_{18}(t) \oplus \tilde{\beta}_8 \hat{P}_{18}(t) = \tilde{\chi}_8 \hat{P}_3(t) \]
\[ \hat{P}_{19}(t) \oplus \tilde{\beta}_7 \hat{P}_{19}(t) = \tilde{\chi}_7 \hat{P}_4(t) \]
\[ \hat{P}_{20}(t) \oplus \tilde{\beta}_8 \hat{P}_{20}(t) = \tilde{\chi}_8 \hat{P}_4(t) \]
\[ \hat{P}_{20+i}(t) \oplus \tilde{\beta}_i \hat{P}_{20+i}(t) = \tilde{\chi}_i \hat{P}_4(t), i = 1, 2, 3, 4 \]

where,
\[ \hat{P}_i(t) = \frac{\partial \hat{P}_i}{\partial t} \text{ for } i=1 \text{ to } 24 \]
\[ \tilde{\lambda}_1 = \tilde{\chi}_1 \oplus \tilde{\chi}_2 \oplus \tilde{\chi}_3 \oplus \tilde{\chi}_4 \oplus \tilde{\chi}_5 \oplus \tilde{\chi}_6 \]
\[ \tilde{\lambda}_2 = \tilde{\chi}_1 \oplus \tilde{\chi}_2 \oplus \tilde{\chi}_3 \oplus \tilde{\chi}_4 \oplus \tilde{\chi}_6 \oplus \tilde{\chi}_7 \oplus \tilde{\chi}_8 \]
\[ \tilde{\lambda}_3 = \tilde{\chi}_1 \oplus \tilde{\chi}_2 \oplus \tilde{\chi}_3 \oplus \tilde{\chi}_4 \oplus \tilde{\chi}_5 \oplus \tilde{\chi}_8 \oplus \tilde{\beta}_6 \]
\[ \tilde{\lambda}_4 = \tilde{\chi}_1 \oplus \tilde{\chi}_2 \oplus \tilde{\chi}_3 \oplus \tilde{\chi}_4 \oplus \tilde{\chi}_7 \oplus \tilde{\chi}_8 \]

with initial conditions
\[ \hat{P}_1(0)=(0.945,0.955,0.005,0.005)_LR, \]
\[ \hat{P}_2(0)=(0.0065,0.0075,0.0005,0.0005)_LR, \]
\[ \hat{P}_3(0)=(0.0040,0.0055,0.0005,0.0005)_LR, \]
\[ \hat{P}_4(0)=(0.0025,0.0035,0.0005,0.0005)_LR \]

\[ \hat{P}_5(0)=(0,0,0,0)_LR, \] and
\[ \hat{P}_6(0)=(0,0,0,0)_LR, \]  

\[ \hat{P}_7(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_8(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_9(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{10}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{11}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{12}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{13}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{14}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{15}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{16}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{17}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{18}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{19}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{20}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{21}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{22}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{23}(0)=(0,0,0,0)_LR, \]
\[ \hat{P}_{24}(0)=(0,0,0,0)_LR. \]

5.6. **Solution of Fuzzy Kolmogorov’s Differential Equations**. The solution of fuzzy Kolmogorov’s differential equations of sub-system $R_1$ and sub-system $R_2$ is obtained by applying the existing method [15] for $\alpha = 0, 0.2, 0.4, 0.6, 0.8, 1$
at \( t = 360 \) hours and the attained solution is illustrated in Table 3 and Table 4 respectively.

<table>
<thead>
<tr>
<th>( p_j(t) ) for ( a = 0 )</th>
<th>( p_j(t) ) for ( a = 0.2 )</th>
<th>( p_j(t) ) for ( a = 0.4 )</th>
<th>( p_j(t) ) for ( a = 0.6 )</th>
<th>( p_j(t) ) for ( a = 0.8 )</th>
<th>( p_j(t) ) for ( a = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1(t, \alpha) )</td>
<td>( p_2(t, \alpha) )</td>
<td>( p_3(t, \alpha) )</td>
<td>( p_4(t, \alpha) )</td>
<td>( p_5(t, \alpha) )</td>
<td>( p_6(t, \alpha) )</td>
</tr>
<tr>
<td>1.0577</td>
<td>0.0366</td>
<td>0.0137</td>
<td>0.0008</td>
<td>0.0003</td>
<td>0.0001</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0000</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table 3. Solution of Fuzzy Kolmogorov’s Differential Equations for Sub-System \( R_1 \) Obtained by Applying the Existing Method [15]

It is clear from Table 3 and Table 4 that for \( j = 1 \), \( p_{j1}(t, \alpha) > p_{j2}(t, \alpha) \), i.e., \([p_{j1}(t, \alpha), p_{j2}(t, \alpha)]\) does not define \( \alpha \)-cut of a fuzzy number \( p_j(t) \) for \( j = 1 \). Thus, the solution obtained by using the existing method [15] can not be used to evaluate fuzzy reliability of piston manufacturing system.

Remark 5.1. In section 5.6, it is shown that the attained solution by applying the existing method [15] can not be used to evaluate fuzzy reliability of piston manufacturing system. Similarly, numerous real life problems can exist wherein the solution obtained with the help of existing method [15] is not applicable.

6. Proposed Method with JMD LR Flat Fuzzy Numbers

Kumar et al. [42] proposed JMD LR flat fuzzy number and proved that it is better to use the proposed representation of LR flat fuzzy numbers instead of existing representation of LR flat fuzzy numbers for finding the fuzzy optimal solution of fully fuzzy project crashing problems.
In this section, to overcome the drawback of existing method [15], a new analytical method is proposed to find the solution of nth-order fuzzy linear differential equations with the help of JMD flat fuzzy numbers and the advantage of proposed method over existing method [15] is also discussed. Furthermore, it is illustrated that JMD LR flat fuzzy numbers are better as compared to existing LR flat fuzzy numbers to find the solution of fuzzy differential equations.

### 6.1. JMD Representation of LR Flat Fuzzy Number

In this section, definitions of JMD LR flat fuzzy number, zero JMD LR flat fuzzy number and equality of JMD LR flat fuzzy numbers are presented [42].

**Definition 6.1.** Let \((m, n, \alpha^L, \alpha^R)_{LR}\) be an LR flat fuzzy number then its JMD representation is \((x, \alpha^L, \alpha^M, \alpha^R)_{JMD}^{LR}\), where \(x = m - \alpha^L, \alpha^M = n - m\).

**Definition 6.2.** A JMD LR flat fuzzy number \(\tilde{A} = (x, \alpha^L, \alpha^M, \alpha^R)_{JMD}^{LR}\) is said to be zero JMD LR flat fuzzy number if and only if \(x = 0, \alpha^L = 0, \alpha^M = 0, \alpha^R = 0\).

**Definition 6.3.** A JMD LR flat fuzzy number \(\tilde{A} = (x, \alpha^L, \alpha^M, \alpha^R)_{JMD}^{LR}\) is said to be non-negative JMD LR flat fuzzy number if \(x \geq 0\).

**Definition 6.4.** Two JMD LR flat fuzzy numbers \(\tilde{A} = (x_1, \alpha^L_1, \alpha^M_1, \alpha^R_1)_{JMD}^{LR}\) and \(\tilde{B} = (x_2, \alpha^L_2, \alpha^M_2, \alpha^R_2)_{JMD}^{LR}\) are said to be equal i.e., \(\tilde{A} = \tilde{B}\) if and only if \(x_1 = x_2, \alpha^L_1 = \alpha^L_2, \alpha^M_1 = \alpha^M_2\) and \(\alpha^R_1 = \alpha^R_2\).

### 6.2. Arithmetic Operations Between JMD LR Flat Fuzzy Numbers

In this section, arithmetic operations between JMD LR flat fuzzy numbers are presented [42].

Let \(\tilde{A}_1 = (x_1, \alpha^L_1, \alpha^M_1, \alpha^R_1)_{JMD}^{LR}\) and \(\tilde{A}_2 = (x_2, \alpha^L_2, \alpha^M_2, \alpha^R_2)_{JMD}^{LR}\) be any JMD LR flat fuzzy numbers and \(\tilde{A}_3 = (x_3, \alpha^L_3, \alpha^M_3, \alpha^R_3)_{JMD}^{LR}\) be any JMD RL flat fuzzy number. Then,

### Table 4. Solution of Fuzzy Kolmogorov’s Differential Equations for Sub-system \(R_2\) Obtained by Applying the Existing Method [15]

<table>
<thead>
<tr>
<th>(\beta_1(t)) for (a = 0)</th>
<th>(\beta_1(t)) for (a = 0.2)</th>
<th>(\beta_1(t)) for (a = 0.4)</th>
<th>(\beta_1(t)) for (a = 0.6)</th>
<th>(\beta_1(t)) for (a = 0.8)</th>
<th>(\beta_1(t)) for (a = 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.8760</td>
<td>0.8625</td>
<td>0.8566</td>
<td>0.8536</td>
<td>0.8524</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0408</td>
<td>0.0392</td>
<td>0.0387</td>
<td>0.0384</td>
<td>0.0381</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0241</td>
<td>0.0238</td>
<td>0.0235</td>
<td>0.0233</td>
<td>0.0231</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0025</td>
<td>0.0024</td>
<td>0.0023</td>
<td>0.0022</td>
<td>0.0021</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0.0013</td>
</tr>
<tr>
<td>6.0</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
</tr>
<tr>
<td>7.0</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>8.0</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>9.0</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>10</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>11</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>12</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>13</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
</tbody>
</table>
A New Analytical Method for Solving Fuzzy Differential Equations

(i) \( \tilde{A}_1 \oplus \tilde{A}_2 = (x_1 + x_2, \alpha^L_1 + \alpha^L_2, \alpha^M_1 + \alpha^M_2, \alpha^R_1 + \alpha^R_2)_{LR} \)

(ii) \( \tilde{A}_1 \ominus \tilde{A}_3 = (x_1 - x_3 - \alpha^L_3 - \alpha^M_3 - \alpha^R_3, \alpha^L_1 + \alpha^L_3, \alpha^M_1 + \alpha^M_3, \alpha^R_1 + \alpha^R_3)_{LR} \)

(iii) If \( \tilde{A}_1 \) and \( \tilde{A}_2 \) both are non-negative, then
\[
\tilde{A}_1 \circ \tilde{A}_2 \simeq (x_1 x_2, x_1^T \alpha^L_2 + x_2 \alpha^L_1 + x_1 \alpha^M_2 + x_2 \alpha^M_1 + x_1 \alpha^R_2 + x_2 \alpha^R_1)_{LR}
\]

(iv) If \( \tilde{A}_1 \) is non-negative and \( \tilde{A}_2 \) is non-negative, then
\[
\tilde{A}_1 \circ \tilde{A}_2 \simeq (x_1 x_2, x_1^T \alpha^L_2 + x_2 \alpha^L_1 + x_1 \alpha^M_2 + x_2 \alpha^M_1 + x_1 \alpha^R_2 + x_2 \alpha^R_1, x_1 \alpha^R_2, x_2 \alpha^R_1, \alpha^M_2, \alpha^M_1, \alpha^R_2, \alpha^R_1)_{LR}
\]

(v) If \( \tilde{A}_1 \) is non-negative and \( \tilde{A}_2 \) is non-positive, then
\[
\tilde{A}_1 \circ \tilde{A}_2 \simeq (x_1 x_2, x_1^T \alpha^L_2 + x_2 \alpha^L_1 + x_1 \alpha^M_2 + x_2 \alpha^M_1 + x_1 \alpha^R_2 + x_2 \alpha^R_1, x_1 \alpha^R_2, x_2 \alpha^R_1, \alpha^M_2, \alpha^M_1, \alpha^R_2, \alpha^R_1, \alpha^M_2, \alpha^M_1, \alpha^R_2, \alpha^R_1)_{LR}
\]

(vi) If \( \tilde{A}_1 \) and \( \tilde{A}_2 \) both are non-positive, then
\[
\tilde{A}_1 \circ \tilde{A}_2 \simeq (x_1 x_2, x_1^T \alpha^L_2 + x_2 \alpha^L_1 + x_1 \alpha^M_2 + x_2 \alpha^M_1 + x_1 \alpha^R_2 + x_2 \alpha^R_1, x_1 \alpha^R_2, x_2 \alpha^R_1, \alpha^M_2, \alpha^M_1, \alpha^R_2, \alpha^R_1, \alpha^M_2, \alpha^M_1, \alpha^R_2, \alpha^R_1)_{LR}
\]

(vii) \( \lambda \tilde{A}_1 = \cases{ (x_1 + \lambda \alpha^L_1, \lambda \alpha^M_1, \lambda \alpha^R_1)_{LR} & \lambda \geq 0 \\
(x_1 + \lambda \alpha^L_1, \lambda \alpha^M_1, \lambda \alpha^R_1, -\lambda \alpha^L_1, -\lambda \alpha^M_1, -\lambda \alpha^R_1)_{LR} & \lambda < 0 }
\]

6.3. Proposed Method. In this section, a new analytical method is proposed to solve nth-order fuzzy linear differential equations.

The solution of nth-order fuzzy linear differential equation (1), where \( \tilde{a}_n, \tilde{a}_{n-1}, \ldots, \tilde{a}_1, \tilde{a}_0 \) are LR flat fuzzy numbers, can be obtained by using the following steps:

Step 1: Convert all the parameters of fuzzy differential equation, represented by LR flat fuzzy number \((m, n, a^L, a^R)_{LR}\), into \( JMD \) LR flat fuzzy number \((x, a^L, \ldots, a^M, \ldots, a^R, R)_{LR}\), where \( x = m - a^L, \ldots, a^M = n - m \). Assuming \( \tilde{a}_n = (a_n, a^L_n, a^M_n, a^R_n)_{LR} \), \( \tilde{a}_{n-1} = (a_{n-1}, a^L_{n-1}, a^M_{n-1}, a^R_{n-1})_{LR} \), \( \tilde{a}_{n-2} = (a_{n-2}, a^L_{n-2}, a^M_{n-2}, a^R_{n-2})_{LR} \), \( \tilde{a}_1 = (a_1, a^L_1, a^M_1, a^R_1)_{LR} \), \( \tilde{a}_0 = (a_0, a^L_0, a^M_0, a^R_0)_{LR} \), \( g(n) = (g(n)^0, g(n)^1, \ldots, g(n)^n) \), the nth order fuzzy linear differential equation (1), can be written as:

\[
\begin{align*}
\frac{\partial^{(n)}(y)}{\partial x^n} & \equiv \left( y^{(n)}(x), y^{(n)^1}(x), \ldots, y^{(n)^n}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} \\
\frac{\partial^{(n-1)}(y)}{\partial x^{n-1}} & \equiv \left( y^{(n-1)}(x), y^{(n-1)^1}(x), \ldots, y^{(n-1)^n}(x) \right)_{LR} \\
\frac{\partial^{(n-2)}(y)}{\partial x^{n-2}} & \equiv \left( y^{(n-2)}(x), y^{(n-2)^1}(x), \ldots, y^{(n-2)^n}(x) \right)_{LR} \\
& \ldots \ \\
\frac{\partial^{(1)}(y)}{\partial x} & \equiv \left( y^{(1)}(x), y^{(1)^1}(x), \ldots, y^{(1)^n}(x) \right)_{LR} \oplus \left( a^L_1, a^M_1, a^R_1, R_1 \right)_{LR} \\
\frac{\partial^{(0)}(y)}{\partial x} & \equiv \left( y^{(0)}(x), y^{(0)^1}(x), \ldots, y^{(0)^n}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} \\
& \oplus \left( a^L_1, a^M_1, a^R_1, R_1 \right)_{LR} \\
\end{align*}
\]

with initial conditions
\[
\begin{align*}
&\left( y_0, y_1, \ldots, y^{(n)}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} = \left( y^{(0)}(x), y^{(1)}(x), \ldots, y^{(n)}(x) \right)_{LR} \\
&\left( y_1, y_2, \ldots, y^{(n-1)}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} = \left( y^{(1)}(x), y^{(2)}(x), \ldots, y^{(n-1)}(x) \right)_{LR} \\
&\left( y_2, y_3, \ldots, y^{(n-2)}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} = \left( y^{(2)}(x), y^{(3)}(x), \ldots, y^{(n-2)}(x) \right)_{LR} \\
&\ldots \\
&\left( y_{n-2}, y_{n-1}, \ldots, y^{(1)}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} = \left( y^{(n-2)}(x), y^{(n-1)}(x), y^{(1)}(x) \right)_{LR} \\
&\left( y_{n-1}, \ldots, y^{(1)}(x) \right)_{LR} \oplus \left( a^L_0, a^M_0, a^R_0, R_0 \right)_{LR} = \left( y^{(n-1)}(x), y^{(n)}(x), \ldots, y^{(1)}(x) \right)_{LR} \\
\end{align*}
\]
Step 2: Using Definition 6.4 and section 6.2, equation (7) can be split into four ordinary differential equations.

Step 3: Solve the ordinary differential equations to find the values of $y_1$, $\alpha_1^L$, $\alpha_1^M$ and $\alpha_1^R$.

Step 4: Put the values of $y_1$, $\alpha_1^L$, $\alpha_1^M$ and $\alpha_1^R$ in $\tilde{y} = (y_1, \alpha_1^L, \alpha_1^M, \alpha_1^R)_{LR}$ to find the solution of $n$th order fuzzy linear differential equation (1).

Step 5: Convert $\tilde{y} = (y_1, \alpha_1^L, \alpha_1^M, \alpha_1^R)_{LR}$ into $\tilde{y} = (m, n, \alpha_1^L, \alpha_1^R)_{LR}$, where, $m = y_1 + \alpha_1^L$ and $n = y_1 + \alpha_1^L + \alpha_1^R$.

6.4. Advantage of Proposed Method. The solution of $n$th-order fuzzy linear differential equation, obtained by using the existing method [15], does not define $\alpha$-cut of a fuzzy number whereas the solution of same equation, obtained by using proposed method, always represent $\alpha$-cut of a fuzzy number.

In this section, the advantage of proposed method over existing method is discussed. By applying the existing method [15], the attained solution of fuzzy Kolmogorov’s differential equations is not appropriate whereas the solution of same equations obtained by using proposed method is shown in Table 5 and Table 6.

From Table 5 and Table 6, it is clear that $(p_{j1}(t), p_{j2}(t), \alpha_j^L(t), \alpha_j^R(t))_{LR}$ defines $LR$ flat fuzzy number $\tilde{y}_j(t)$ for $j = 1$ to 24 and $j = 1$ to 13 respectively.

6.5. Advantage of JMD LR Flat Fuzzy Number Over Existing LR Flat Fuzzy Number. If the existing $LR$ flat fuzzy number $(y_1, y_2, \alpha_L, \alpha_R)_{LR}$ is used to represent the dependent variable $\tilde{y}$ of fuzzy differential equations then to obtain the feasible solution it is essential to solve ordinary differential equations, obtained in Step 2 of the proposed method, with the restrictions $y_1 \leq y_2$, $\alpha_L \geq 0$ and $\alpha_R \geq 0$. However, the restrictions $y_1 \leq y_2$, $\alpha_L \geq 0$ and $\alpha_R \geq 0$ are not possible to apply as discussed in section 4.3. Therefore, the obtained solution is not necessarily a fuzzy number.

If the dependent variable $\tilde{y}$ is represented by JMD $LR$ flat fuzzy number i.e., $\tilde{y} = (y, \alpha_L, \alpha_M, \alpha_R)_{LR}$, then the dependent variables of ordinary differential equations, obtained in Step 2 of the proposed method, will be $y$, $\alpha_L$, $\alpha_M$ and $\alpha_R$. Further, if on solving the ordinary differential equations, any of the variables $\alpha_L$, $\alpha_M$ and $\alpha_R$ is negative then the $n$th-order fuzzy linear differential equation (1) will be infeasible otherwise the solution of $n$th-order fuzzy linear differential equation will always represent a fuzzy number $(y, \alpha_L, \alpha_M, \alpha_R)_{LR}$ or $(y + \alpha_L, y + \alpha_L + \alpha_M, \alpha_L, \alpha_R)_{LR}$.

To show the advantage of JMD $LR$ flat fuzzy numbers over existing $LR$ flat fuzzy number, the fuzzy Kolmogorov’s differential equations are solved by using proposed method with existing $LR$ flat fuzzy number and the attained solution is shown in Table 7 and Table 8.

It is obvious from Table 7 and Table 8 that $p_{j1}(t) > p_{j2}(t)$, $\alpha_j^L(t) < 0$ and $\alpha_j^R(t) < 0$ for $j = 1$ i.e., $(p_{j1}(t), p_{j2}(t), \alpha_j^L(t), \alpha_j^R(t))_{LR}$ does not define $LR$ flat fuzzy number for $j = 1$.

7. Fuzzy Reliability Evaluation of Piston Manufacturing System

section 5.6 illustrates that the solution of fuzzy Kolmogorov’s differential equations, obtained by using the existing method, does not define $\alpha$-cut of a fuzzy
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Table 5. Solution of Fuzzy Kolmogorov’s Differential Equations
for Sub-System $R_3$ Obtained by Using Proposed Method

<table>
<thead>
<tr>
<th>$p_j(t)$ for $t=1$</th>
<th>$p_j(t)$ for $t=2$</th>
<th>$p_j(t)$ for $t=3$</th>
<th>$p_j(t)$ for $t=4$</th>
<th>$p_j(t)$ for $t=5$</th>
<th>$p_j(t)$ for $t=6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1(t)^L,a_1(t)^R$</td>
<td>$a_2(t)^L,a_2(t)^R$</td>
<td>$a_3(t)^L,a_3(t)^R$</td>
<td>$a_4(t)^L,a_4(t)^R$</td>
<td>$a_5(t)^L,a_5(t)^R$</td>
<td>$a_6(t)^L,a_6(t)^R$</td>
</tr>
<tr>
<td>1</td>
<td>0.2050, 0.2100</td>
<td>0.2100, 0.2150</td>
<td>0.2150, 0.2200</td>
<td>0.2200, 0.2250</td>
<td>0.2250, 0.2300</td>
</tr>
<tr>
<td>2</td>
<td>0.2100, 0.2150</td>
<td>0.2150, 0.2200</td>
<td>0.2200, 0.2250</td>
<td>0.2250, 0.2300</td>
<td>0.2300, 0.2350</td>
</tr>
<tr>
<td>3</td>
<td>0.2150, 0.2200</td>
<td>0.2200, 0.2250</td>
<td>0.2250, 0.2300</td>
<td>0.2300, 0.2350</td>
<td>0.2350, 0.2400</td>
</tr>
<tr>
<td>4</td>
<td>0.2200, 0.2250</td>
<td>0.2250, 0.2300</td>
<td>0.2300, 0.2350</td>
<td>0.2350, 0.2400</td>
<td>0.2400, 0.2450</td>
</tr>
<tr>
<td>5</td>
<td>0.2250, 0.2300</td>
<td>0.2300, 0.2350</td>
<td>0.2350, 0.2400</td>
<td>0.2400, 0.2450</td>
<td>0.2450, 0.2500</td>
</tr>
<tr>
<td>6</td>
<td>0.2300, 0.2350</td>
<td>0.2350, 0.2400</td>
<td>0.2400, 0.2450</td>
<td>0.2450, 0.2500</td>
<td>0.2500, 0.2550</td>
</tr>
</tbody>
</table>

Note: The solution of fuzzy Kolmogorov’s differential equations obtained by using the proposed method.

In this section, the solution of fuzzy Kolmogorov’s differential equations, obtained by using proposed method, is utilized to evaluate fuzzy reliability of piston manufacturing system.
Table 6. Solution of Fuzzy Kolmogorov’s Differential Equations for Sub-System $R_2$ Obtained by Using Proposed Method

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\sigma_{1}$</th>
<th>$\sigma_{2}$</th>
<th>$\sigma_{3}$</th>
<th>$\sigma_{4}$</th>
<th>$\sigma_{5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000001</td>
<td>0.000002</td>
<td>0.000003</td>
<td>0.000004</td>
<td>0.000005</td>
</tr>
<tr>
<td>2</td>
<td>0.000006</td>
<td>0.000007</td>
<td>0.000008</td>
<td>0.000009</td>
<td>0.000010</td>
</tr>
<tr>
<td>3</td>
<td>0.000011</td>
<td>0.000012</td>
<td>0.000013</td>
<td>0.000014</td>
<td>0.000015</td>
</tr>
<tr>
<td>4</td>
<td>0.000016</td>
<td>0.000017</td>
<td>0.000018</td>
<td>0.000019</td>
<td>0.000020</td>
</tr>
<tr>
<td>5</td>
<td>0.000021</td>
<td>0.000022</td>
<td>0.000023</td>
<td>0.000024</td>
<td>0.000025</td>
</tr>
</tbody>
</table>

Table 7. Solution of Fuzzy Kolmogorov’s Differential Equations for Sub-System $R_1$ Obtained by Using Proposed Method with

Existing Representation of LR Flat Fuzzy Numbers
The variation in reliability of sub-system $R_1$, sub-system $R_2$ and the whole system corresponding to variation in time is depicted in Figure 3 to Figure 5 respectively.
Figure 3. LR Flat Fuzzy Number Representing Fuzzy Reliability of Sub-System $R_1$

Figure 4. LR Flat Fuzzy Number Representing Fuzzy Reliability of Sub-System $R_2$

Figure 5. LR Flat Fuzzy Number Representing Fuzzy Reliability of Whole System
8. Conclusion

On the basis of the proposed study, it can be concluded that it is better to use the proposed method instead of existing method [15] for solving nth-order fuzzy linear differential equations and it is better to use JMD LR flat fuzzy number as compared to existing LR flat fuzzy number to solve nth-order fuzzy linear differential equations.
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