EXACT AND APPROXIMATE SOLUTIONS OF FUZZY LR LINEAR SYSTEMS: NEW ALGORITHMS USING A LEAST SQUARES MODEL AND THE ABS APPROACH
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Abstract. We present a methodology for characterization and an approach for computing the solutions of fuzzy linear systems with LR fuzzy variables. As solutions, notions of exact and approximate solutions are considered. We transform the fuzzy linear system into a corresponding linear crisp system and a constrained least squares problem. If the corresponding crisp system is incompatible, then the fuzzy LR system lacks exact solutions. We show that the fuzzy LR system has an exact solution if and only if the corresponding crisp system is compatible (has a solution) and the solution of the corresponding least squares problem is equal to zero. In this case, the exact solution is determined by the solutions of the two corresponding problems. On the other hand, if the corresponding crisp system is compatible and the optimal value of the corresponding constrained least squares problem is nonzero, then we characterize approximate solutions of the fuzzy system by solution of the least squares problem. Also, we characterize solutions by defining an appropriate membership function so that an exact solution is a fuzzy LR vector having the membership function value equal to one and, when an exact solution does not exist, an approximate solution is a fuzzy LR vector with a maximal membership function value. We propose a class of algorithms based on ABS algorithm for solving the LR fuzzy systems. The proposed algorithms can also be used to solve the extended dual fuzzy linear systems. Finally, we show that, when the system has more than one solution, the proposed algorithms are flexible enough to compute special solutions of interest. Several examples are worked out to demonstrate the various possible scenarios for the solutions of fuzzy LR linear systems.

1. Introduction

Linear systems arise from many areas of science and engineering. For real world problems, some parameters of a linear system may be uncertain. Therefore, various types of fuzzy linear systems and their solutions have attracted much interest in recent years. An approach for solving a particular fuzzy linear system (FLS) would often be specific to the way the solution is characterized. Solutions of several kinds of fuzzy linear systems under various assumptions have been proposed in recent years (see [3], [4], [6], [10], [11], [13], [18], [23], [24], as examples).
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A particular type of fuzzy linear systems is defined to be:

$$A\tilde{x} = \tilde{b},$$  \hspace{1cm} (1)

where the coefficient matrix $A \in \mathbb{R}^{m \times n}, m \leq n$, is crisp, $\tilde{b}_{m \times 1}$ and $\tilde{x}_{n \times 1}$ are fuzzy vectors. Friedman et al. [10] use an embedding method for solving an special case of (1) when $A$ is a square ($m = n$) nonsingular matrix. They introduce new notions for solutions of a square FLS (strong and weak solutions) and transform the FLS to a crisp square system. In their method, the inverse matrix is used to solve the FLS.

Here, we develop an embedding method of fuzzy LR linear system (FLRLS; fuzzy linear system with LR fuzzy variable and LR fuzzy right hand side) for the system, in its general setting, where $A \in \mathbb{R}^{m \times n}, m \leq n$, $\tilde{b}_{m \times 1}$ and $\tilde{x}_{n \times 1}$ are LR fuzzy vectors (see Definition 2.13). These types of systems are of particular interest, as the LR fuzzy numbers may be considered for use in real world problems (see [4, 7, 15, 16, 19, 25]).

First, we develop an adaptation of the approach in Friedman et al. [10] to nonsquare LR systems. Then, we introduce a new notion of (exact or approximate) solution for the FLRLS after transforming the FLRLS into a corresponding crisp linear system and a constrained least squares problem. We show that if the corresponding crisp system is incompatible, then FLRLS lacks any exact solution; in such a case, we do not consider any approximate solution for the system either. We further show that the fuzzy LR system has an exact solution if and only if the corresponding crisp system is compatible and the solution of the corresponding least squares problem is equal to zero. In this case, an exact solution of the FLRLS can be computed using the extension principal (if $m = n$ and $A$ is a square nonsingular matrix, then the exact solution computed by our method is equivalent to the strong solution computed by Friedman et al. [10]). On the other hand, if the corresponding crisp system is compatible and the optimal value of the corresponding constrained least squares problem is nonzero, then no exact solution exists. In this situation, it is reasonable to seek approximate solutions, which, in some meaningful sense, would minimize the residue of the systems of equations. For crisp systems, the need for such approximate solutions arise from many “data fitting” applications and our suggested approach for computing such solutions is widely practiced. The most common model for minimization of the residue is the least squares model (see [5] and [14] for excellent treatments of the least squares model).

Thus, here, we introduce and compute approximate solutions of FLRLS when an exact solution does not exist. It should be pointed out that an idea of using a constrained least squares problem was also used by Abramovich et al. [4] on a different type of FLS.

There are many methods for solving the corresponding crisp linear system. For several reasons, we use an ABS algorithm to find all solutions of the corresponding crisp linear system. Since there is a variety of the ABS algorithms within the ABS class, then our approach would offer a variety of algorithmic techniques for various possible versions of the FLRLS. Moreover, when there are more than one solution, then we will see that certain specific solutions of interest may be computed using
a particular algorithm within the class. ABS methods were first introduced by Ahafl et al. [1], based upon Egervary’s rank reducing algebraic process [8]. ABS methods comprise a large class of methods that are used for solving linear algebraic systems, nonlinear algebraic equations, linear least squares problems, optimization problems and Diophantine equations (see [2], [9], [12], [20, 21, 22]). Using a particular ABS method in our proposed algorithm, we would be able to adapt the algorithm to solve special cases of FLS to obtain a specific solution as well (e.g., solution with the least Euclidean norm in the solution space; see Section 2.2). Also, with a small modification, we would be able to extend our proposed algorithm to solve an extended dual fuzzy linear system [13].

In Section 2, we give the necessary definitions, some properties of fuzzy arithmetic and basic aspects of ABS algorithms. We introduce the least squares model and develop our proposed algorithm with the corresponding results and present relevant discussions in Section 3. We conclude in Section 4.

2. Preliminaries

Here, we give some basic definitions and results concerning fuzzy numbers in Section 2.1, followed by a brief description of basic steps of the ABS algorithms for solving linear equations in Section 2.2.

2.1. Fuzzy Numbers. A fuzzy number is a fuzzy quantity $A$ (see [19]) that represents a generalization of a real number $r$. Intuitively, $\mu_A(x)$ should be a measure of how good $\mu_A(x)$ “approximates” $r$, and certainly one reasonable requirement is that $\mu_A(r) = 1$ [19].

Definition 2.1. [19] A fuzzy number is a fuzzy quantity $A$ that satisfies the following conditions:

1. $\mu_A(x) = 1$ for exactly one $x$.
2. The support $\{ x : \mu_A(x) > 0 \}$ of $A$ is bounded.
3. The $\alpha$-cuts of $A$ are closed intervals.

Remark 2.2. There are several other definitions for fuzzy number in the literature (see [25]) which differ from the above definition.

Proposition 2.3. The followings hold [19]:

1. Real numbers are fuzzy numbers.
2. A fuzzy number is a convex fuzzy quantity.
3. A fuzzy number is upper semicontinuous.
4. If $A$ is a fuzzy number with $\mu_A(r) = 1$, then $\mu_A$ is nondecreasing on $(-\infty, r]$ and nonincreasing on $[r, \infty)$. 

Theorem 2.4. [19] If $A$ and $B$ are fuzzy numbers, then so are $A + B$ and $-A$, with $A + B$ and $-A$ as defined in [19].

Definition 2.5. [7] The decreasing map $L : \mathbb{R}^+ \to [0, 1]$ is a shape function if the followings hold:

$$
\begin{align*}
L(0) &= 1, \\
L(1) &= 0, \\
0 \leq L(x) \leq 1, & x \neq 0, 1.
\end{align*}
$$
Definition 2.6. A fuzzy number \( \tilde{A} \) is of LR-type if there exist shape functions \( L \) (for left), \( R \) (for right) and scalars \( \alpha > 0, \beta > 0 \) with

\[
\mu_{\tilde{A}}(x) = \begin{cases} 
L \left( \frac{x - \alpha}{\beta} \right), & x \leq \alpha, \\
R \left( \frac{x - \alpha}{\beta} \right), & x \geq \alpha.
\end{cases}
\]

The mean value of \( \tilde{A}, \alpha, \) is a real number, and \( \alpha, \beta \) are called the left and right spreads respectively. \( \tilde{A} \) is denoted by \( (\alpha, \alpha, \beta)_{LR} \). A crisp number “\( a \)” is specified to be \( (a, 0, 0)_{LR} \).

Definition 2.7. A fuzzy number \( \tilde{A} = (m, \alpha, \alpha)_{LL} \) is a symmetric fuzzy number.

Remark 2.8. According to Definition 2.1, throughout the paper, we assume that all the supports of LR-type fuzzy numbers are bounded.

Note that there are many candidates for a shape function; for example, \( \max(0, 1 - x)^p \) and \( \max(0, 1 - x^p), \) where \( p > 0. \)

Example 2.9. Let \( \tilde{M} = (0, 1, 2)_{LR} \), \( L = \max(0, 1 - x) \) and \( R = \max(0, 1 - x^2) \).

Then,

\[
\mu_{\tilde{M}}(x) = \begin{cases} 
x + 1, & x \in [-1, 0], \\
1 - \frac{x^2}{4}, & x \in [0, 2].
\end{cases}
\]

Definition 2.10. \( \tilde{M} = (m, \alpha, \beta)_{LR} \) is a triangular fuzzy number if \( L = R = \max(0, 1 - x) \).

Theorem 2.11. [25] Let \( \tilde{M} = (m, \alpha, \beta)_{LR} \), \( \tilde{N} = (n, \gamma, \delta)_{LR} \) and \( \lambda \in \mathbb{R}^+ \). Then,

1. \( \lambda \tilde{M} = (\lambda m, \lambda \alpha, \lambda \beta)_{LR} \).
2. \( -\tilde{M} = (-m, \beta, \alpha)_{LR} \).
3. \( \tilde{M} \bigoplus \tilde{N} = (m + n, \alpha + \gamma, \beta + \delta)_{LR} \).

Note 2.12. Here, we denote the set of LR fuzzy numbers by \( \mathcal{F}(\mathbb{R}^1)_{LR} \).

Definition 2.13. \( \tilde{x} = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n)^T \), denoted by \( \tilde{x} \in \mathcal{F}(\mathbb{R}^n)_{LR} \), is called a fuzzy vector where, \( \tilde{x}_i \in \mathcal{F}(\mathbb{R})_{LR}, i = 1, \ldots, n. \)

2.2. Basic ABS Algorithms. ABS methods, in their general forms, have been developed by Abaffy, Broyden and Spedicato [1]. Consider the system of linear equations

\[
Ax = b,
\]

where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \) and \( \text{rank}(A) = m \). Let \( A = (a_1, \ldots, a_m)^T, a_i \in \mathbb{R}^n, i = 1, \ldots, m \) and \( b = (b_1, \ldots, b_m)^T \). Also, let \( A_i = (a_1, \ldots, a_i) \) and \( b_i = (b_1, \ldots, b_i)^T \). Assume \( x_1 \in \mathbb{R}^n \) arbitrary and \( H_1 \in \mathbb{R}^{m \times n} \), Spedicato’s parameter, arbitrary and nonsingular. Note that for any \( x \in \mathbb{R}^n \) we can write \( x = x_1 + H_1^T q \) for some \( q \in \mathbb{R}^n \). The ABS class of methods contains direct iterative methods for computing the general solution of (2). In the beginning of the \( i \)-th iteration, \( i \geq 1 \), the general solution of the first \( i - 1 \) equation is at hand. We realize that if \( x_i \) is a solution for
the first $i - 1$ equations and if $H_i \in \mathbb{R}^{n \times n}$, with $\text{rank}(H_i) = n - i + 1$, is so that the columns of $H_i^T$ span the null space of $A_{i-1}^T$, then

$$x = x_i + H_i^T q$$

with arbitrary $q \in \mathbb{R}^n$, forms the general solution of the first $i - 1$ equations. That is, with

$$H_i A_i = 0,$$

we have,

$$A_{i-1}^T x = b^{(i-1)}.$$

Now, since $\text{rank}(H_i) = n - i + 1$ and $H_i^T$ is a spanning matrix for $\text{null}(A_i^T)$ by assumption (one that is trivially valid for $i = 1$), then letting

$$p_i = H_i^T z_i,$$

with arbitrary $z_i \in \mathbb{R}^n$, Broyden's parameter, we have $A_{i-1}^T p_i = 0$ and

$$x(\alpha) = x_i - \alpha p_i,$$

for any scalar $\alpha$ solves the first $i - 1$ equations. We can set $\alpha = \alpha_i$ so that $x_{i+1} = x(\alpha_i)$ solves the $i$th equation as well. If we let

$$\alpha_i = \frac{\alpha_i^T x_i - b_i}{\alpha_i^T p_i},$$

with assumption $\alpha_i^T p_i \neq 0$, then

$$x_{i+1} = x_i - \alpha_i p_i,$$

is a solution for the first $i$ equations. Now, to complete the ABS step, $H_i$ must be updated to $H_{i+1}$ so that $H_{i+1} A_i = 0$. It will suffice to let

$$H_{i+1} = H_i - u_i v_i^T,$$  \hspace{1cm} (3)

and select $u_i$ and $v_i$ so that $H_{i+1} a_j = 0$, $j = 1, \ldots, i$. The updating formula (3) for $H_i$ is a rank-one correction to $H_i$. The matrix $H_i$ is generally known as the Abaffian. The ABS methods usually use $u_i = H_i a_i$ and $v_i = H_i^T w_i/w_i^T H_i a_i$, where $w_i$, Abaffian's parameter, is an arbitrary vector satisfying

$$w_i^T H_i a_i \neq 0.$$

Thus, the updating formula can be written as:

$$H_{i+1} = H_i - \frac{H_i a_i w_i^T H_i}{w_i^T H_i a_i}.$$

We now give the general steps of an ABS algorithm [1, 2]. We have given the steps of the algorithms, since, later on, we make specific use of the parameters for computing special solutions from amongst the general solution. Below, $r_{i+1}$ denotes the rank of $A_i$ and hence the rank of $H_{i+1}$ equals $n - r_{i+1}$.

We note that after the completion of the algorithm, the general solution of (2), if compatible, is written as $x = x_{m+1} + H_{m+1}^T q$, where $q \in \mathbb{R}^n$ is arbitrary. Below, we list certain properties of the ABS methods [2].
Algorithm 1 ABS Algorithm

**Step 1:** Choose $x_1 \in \mathbb{R}^n$, arbitrary, and $H_1 \in \mathbb{R}^{n \times n}$, arbitrary and nonsingular. Set $i = 1$, $r_1 = 0$.  
**Step 2:** Compute $\tau_i = a_i^T x_i - b_i$ and $s_i = H_i a_i$.  
**Step 3:** If ($s_i = 0$ and $\tau_i = 0$) then let $x_{i+1} = x_i$, $H_{i+1} = H_i$, $r_{i+1} = r_i$ and go to **Step 7** (the $i$th equation is redundant). If ($s_i = 0$ and $\tau_i \neq 0$) then stop (the $i$th equation and hence the system is incompatible).  
**Step 4:** Compute the search direction $p_i = H_i^T s_i$, where $z_i \in \mathbb{R}^n$ is an arbitrary vector satisfying $z_i^T H_i a_i = z_i^T s_i \neq 0$. Compute $\alpha_i = \tau_i / a_i^T p_i$ and let $x_{i+1} = x_i - \alpha_i p_i$.  
**Step 5:** Update $H_i$ to $H_{i+1}$ by:  
$$H_{i+1} = H_i - \frac{H_i a_i a_i^T H_i}{a_i^T H_i a_i},$$  
where $w_i \in \mathbb{R}^n$ is an arbitrary vector satisfying $w_i^T s_i \neq 0$.  
**Step 6:** Let $r_{i+1} = r_i + 1$.  
**Step 7:** If $i = m$ then stop ($x_m$ is a solution) else let $i = i + 1$ and go to **Step 2**.

- The direction search vectors $p_1, \ldots, p_i$ are linearly independent.  
- The set of directions $p_1, \ldots, p_i$ together with independent columns of $H_{i+1}$ form a basis for $\mathbb{R}^n$.  
- $H_i a_i \neq 0$ if and only if $a_i$ is linearly independent of $a_1, \ldots, a_{i-1}$. Equivalently, $H_i a_i = 0$ if and only if $a_i$ is linearly dependent of $a_1, \ldots, a_{i-1}$.
- $\text{rank}(H_{i+1}) = n - r_{i+1}$, where $r_{i+1} = \text{rank}(A_i)$.  
- Since $\text{rank}(A) = r_{m+1}$, then the general solution of (2) is written as $x = x_{m+1} + H_i^T q$, where $H_i^{\text{m\times (n-r_{m+1})}}$ is a matrix with $n - r_{m+1}$ independent columns and $q \in \mathbb{R}^{n-r_{m+1}}$ is arbitrary. Note that since $w_i^T H_{i+1} = 0$, then any row of $H_{i+1}$ corresponding to a nonzero component of $w_i$ is a dependent row and can be removed in **Step 5**. The matrix $H$ is the final Abaffian obtained by removal of a dependent row at every step.  
- The Huang’s algorithm [2] is a special ABS algorithm with Spedicato’s parameter, $H_1 = I$ in **Step 1**, $z_i = a_i$ in **Step 4**, $w_i = a_i / a_i^T H_i a_i$. If, in addition, we let $x_1 = \lambda a_1$ where $\lambda$ is a scalar then the sequence of iterates $x_2, \ldots, x_{m+1}$ generated by Algorithm 1 has the minimal Euclidean norm amongst all solutions of the corresponding subsystems [2]. Also, we have the same property when we use Algorithm 1 by setting $H_1 = I$ in **Step 1**, $z_i = H_i a_i$ in **Step 4**, $w_i = z_i / z_i^T z_i$ (resulting in the modified Huang’s algorithm; see [2]) and $x_1 = \lambda a_1$ where $\lambda$ is a scalar. It is shown that the modified Huang’s algorithm is more stable numerically than Huang’s algorithm [2].
3. Fuzzy LR Linear Systems

In many applications, fuzzy LR numbers are used to describe the models, because fuzzy LR numbers increase computational efficiency without limiting the generality beyond acceptable limits [25]. Thus, we focus on solving fuzzy LR systems as defined below.

Definition 3.1. The system,

\[ A\tilde{x} = \tilde{b}, \]  

(4)

where \( A = [a_{ij}]_{m \times n} \in \mathbb{R}^{m \times n}, m \leq n, \) and \( \tilde{b} \in F(\mathbb{R}^m)_{LR}, \) an LR fuzzy vector, are given and \( \tilde{x} \in F(\mathbb{R}^n)_{LR} \) is an unknown LR fuzzy vector (of the same LR type as \( \tilde{b} \)) to be found, is called a fuzzy LR linear system (FLRLS).

In Definition 3.1, let \( \tilde{b} = (\tilde{b}_1, \ldots, \tilde{b}_m)^T, \tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_n)^T \) and \( a_i^T \) be the ith row of \( A. \) We can reformulate (4) in the form,

\[ a_i^T \tilde{x} = \tilde{b}_i, \ i = 1, \ldots, m, \]

or,

\[ \sum_{j=1}^{n} a_{ij} \tilde{x}_j = \tilde{b}_i, \ i = 1, \ldots, m. \]  

(5)

Let \( B^{-}_i = \{ j : a_{ij} < 0 \} \) and \( B^{+}_i = \{ j : a_{ij} \geq 0 \}. \) Then, from (5) we have,

\[ \sum_{j \in B^{-}_i} a_{ij} \tilde{x}_j + \sum_{j \in B^{+}_i} a_{ij} \tilde{x}_j = \tilde{b}_i, \ i = 1, \ldots, m. \]  

(6)

Let \( \tilde{x}_j = (x_j, \alpha_j, \beta_j)_{LR}. \) Then, we can write (6) as follows:

\[ \sum_{j \in B^{+}_i} a_{ij} (x_j, \alpha_j, \beta_j)_{LR} + \sum_{j \in B^{-}_i} a_{ij} (x_j, \alpha_j, \beta_j)_{LR} = \tilde{b}_i, \ i = 1, \ldots, m. \]

From Theorem 2.11, we obtain,

\[ \left( \sum_{j \in B^{+}_i} a_{ij} x_j, \sum_{j \in B^{+}_i} a_{ij} \alpha_j, \sum_{j \in B^{+}_i} a_{ij} \beta_j \right)_{LR} + \left( \sum_{j \in B^{-}_i} a_{ij} x_j, - \sum_{j \in B^{-}_i} a_{ij} \alpha_j, - \sum_{j \in B^{-}_i} a_{ij} \beta_j \right)_{LR} = \tilde{b}_i, \ i = 1, \ldots, m. \]

Let \( \tilde{b}_i = (b_i, b'_i, b''_i)_{LR}. \) Then,

\[ \left( \sum_{j \in B^{+}_i} a_{ij} x_j + \sum_{j \in B^{-}_i} a_{ij} x_j, \sum_{j \in B^{+}_i} a_{ij} \alpha_j - \sum_{j \in B^{-}_i} a_{ij} \alpha_j, \sum_{j \in B^{+}_i} a_{ij} \beta_j - \sum_{j \in B^{-}_i} a_{ij} \beta_j \right)_{LR} = (b_i, b'_i, b''_i)_{LR}, \ i = 1, \ldots, m. \]  

(7)
So, we must have,

\[
\begin{align*}
\sum_{j=1}^{n} a_{ij} x_j &= b_i, \quad i = 1, \ldots, m, \\
x_j &\in \mathbb{R}, \quad j = 1, \ldots, n,
\end{align*}
\] (8)

and simultaneously,

\[
\begin{align*}
\sum_{j \in B_i^+} a_{ij} \alpha_j - \sum_{j \in B_i^-} a_{ij} \beta_j &= b_i, \quad i = 1, \ldots, m, \\
\sum_{j \in B_i^+} a_{ij} \beta_j - \sum_{j \in B_i^-} a_{ij} \alpha_j &= b_i^e, \quad i = 1, \ldots, m, \\
\alpha_j, \beta_j &> 0, \quad j = 1, \ldots, n.
\end{align*}
\] (9)

Therefore, the system (4) is equivalent to the crisp linear systems (8) and (9).

Now, define two matrices,

\[
[B^+]_{ij} = \begin{cases} a_{ij}, & a_{ij} \geq 0, \\
0, & a_{ij} < 0, \end{cases} \quad [B^-]_{ij} = \begin{cases} a_{ij}, & a_{ij} < 0, \\
0, & a_{ij} \geq 0, \end{cases}
\]

for all \(i = 1, \ldots, m\) and \(j = 1, \ldots, n\). Also, let \(x = (x_1, \ldots, x_n)^T, b = (b_1, \ldots, b_m)^T, \alpha = (\alpha_1, \ldots, \alpha_n)^T, \beta = (\beta_1, \ldots, \beta_n)^T, b^e = (b_1^e, \ldots, b_m^e)^T\) and \(b' = (b_1', \ldots, b_n')^T\). Then, the systems (8) and (9) are respectively written in the matrix forms,

\[Ax = b,\] (10)

and

\[
\begin{bmatrix}
B^+ & -B^- \\
-B^+ & B^-
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix} =
\begin{bmatrix}
b' \\
b'
\end{bmatrix}, \quad \begin{bmatrix}
\alpha \\
\beta
\end{bmatrix} > 0.
\] (11)

**Note 3.2.** For more abbreviation, denote \(f = (\alpha^T, \beta^T)^T, b^s = (b^s T, b^s T)^T, \mathbf{A} =
\begin{bmatrix}
B^+ & -B^- \\
-B^+ & B^-
\end{bmatrix}, \) and for the vector \(x\) and positive vectors \(\alpha, \beta\) define the corresponding fuzzy vector \(\tilde{x} \in \mathbb{F}(\mathbb{R}^n)\) by \(\tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_n)^T\) with \(\tilde{x}_i = (x_i, \alpha_i, \beta_i), 1 \leq i \leq n\).

Now, we give the fundamental theorem for the fuzzy LR linear system.

**Theorem 3.3.** (Fundamental Theorem of FLRLS) Let \(A \in \mathbb{R}^{m \times n}\) and \(b \in \mathbb{F}(\mathbb{R}^m)\).
Then, \(x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n\) and \(f = (\alpha^T, \beta^T)^T\) are solutions of (10) and (11) respectively if and only if the corresponding \(\tilde{x}\) is a solution of (4).

**Corollary 3.4.** Let \(S_1\) be the set of solutions of (10) and \(S_2\) be the set of solutions of (11). Then, \(\forall x \in S_1, \forall f = (\alpha^T, \beta^T)^T \in S_2,\) the corresponding \(\tilde{x}\) is a solution of (4).
3.1. Solution Strategy. According to the Fundamental Theorem of FLRLS (Theorem 3.3), for solving (4), we must solve systems (10) and (11). The system (10) is a crisp linear system and there are various methods for solving it. If the system (10) lacks solution, then the corresponding fuzzy system does not have any solution. To find the general solution of (10), we make use of the class of ABS algorithms [1]. Our reasons for using the ABS approach are:

(1) Not only ABS algorithms find all solutions of a crisp linear system but also Spedicato et al. in [21] reported that on some classes of significant problems, ABSPAK (a mathematical package using ABS algorithm) codes have better performances in both accuracy and speed than the codes in LAPACK. Therefore, the implementation of the proposed algorithm using the ABS approach is expected to be more effective than the extended approach introduced by Friedman et al. [10].

(2) We can obtain specific solutions by a proper choice of parameters of an ABS algorithm. For example, the unique solution with minimal Euclidean norm in the solution space (see Section 2.2) would be an interesting one, whenever more than one solution exist.

Proceeding with the solution of the system (4), after solving (10), we need to solve the system (11). In (11), we have $\mathbf{A} \geq 0$ and $b > 0$. So we must find positive solutions of a nonnegative crisp system. If $m = n$ and $\mathbf{A} > 0$ then $\mathbf{A}^{-1} > 0$ if only if $\mathbf{A}$ is a general permutation matrix [17]. Friedman et al. [10] gave an example with coefficient matrix $\mathbf{A} > 0$, $\mathbf{A}^{-1} \neq 0$ and $\mathbf{A}^{-1} b \neq 0$, for which a positive solution does not exist. Thus, they introduced the concept of weak solution of the fuzzy linear system.

Here, we introduce a new notion of fuzzy LR solution for (4). Suppose that $\hat{x}$ is so that its mean value $\bar{x}$ is a solution of (10). Then, we define,

$$ r_{\hat{x}} = \|B^+\alpha - B^-\beta - \hat{b}\|_2^2 + \|B^-\alpha + B^+\beta - \hat{b}\|_2^2. \tag{12} $$

If $r_{\hat{x}} = 0$, then $(\alpha^T, \beta^T)^T$ is a solution of (11), and hence $\hat{x} = (x, \alpha, \beta)$ is a solution of (4). We refer to such a solution as an exact solution.

Definition 3.5. If $x$ is so that $Ax = b$, $\alpha$ and $\beta$ are so that (12) evaluates to be zero then the corresponding $\hat{x} = (x, \alpha, \beta)_{LR}$ is said to be an exact solution of (4).

Note 3.6. Definition 3.5 is equivalent to the definition given by Friedman et al. [10], when $A$ is restricted to a nonsingular matrix. In this case, one can compute an exact solution using the extension principle (see [10]).

But, if $r_{\hat{x}} > 0$ for all $\hat{x} \in F(\mathbb{R}^n)_{LR}$, then the system (11) lacks a solution, and hence FLRLS lacks an exact solution. In this case, in analogy with the case of crisp least squares problem, it would be appropriate to specify a fuzzy LR vector as an approximate solution, using the minimizer of (12) as the spreads and the mean value of its components as a solution of the crisp system (10). We note that this solution would be, in general, different from the weak solution considered by
Friedman et al. [10] in the special nonsingular case. Thus, we have the following definition of an approximate solution.

**Definition 3.7.** If \( x \) is so that \( Ax = b \), and \( f = (\alpha^T, \beta^T)^T = \arg \min \{ r_{y} \mid \tilde{y} \in F(\mathbb{R}^n \mid LR) \} \) so that (12) yields to be nonzero, then the corresponding \( \hat{x}(x, \alpha, \beta)_{LR} \) is said to be an approximate solution of (4).

Note that in [10], \( \hat{x} = \mathbf{X}^{-1}b \) is computed first, and then it is checked whether \( \hat{x} \) is a fuzzy vector. If \( \hat{x} \) is not a fuzzy vector then a corresponding weak solution is constructed from \( \hat{x} \). Our approach here is different from [10]. We first solve (10). If (10) lacks a solution, then it is apparent that the original fuzzy system (4) does not have any solution. On the other hand, when (10) has a solution, then we find a fuzzy LR vector with a minimal value in (12). If the minimal value of (12) is zero then we have an exact solution; otherwise, we have an approximate solution. We realize that in our approach there is no need to check whether a solution is fuzzy, as required by the approach in [10].

We next introduce an algorithm for solving FLRLS, to compute exact or approximate solutions. We must find a fuzzy LR vector in \( F(\mathbb{R}^n \mid LR) \) say \( \hat{y} \), such that \( r_{\hat{y}} \) (as defined in (12)) is minimal and the mean value of components of \( \hat{y} \) is a solution of the crisp system (10). Thus, making use of the Fundamental Theorem of FLRLS (Theorem 3.3), after solving (10), we would need to solve the following constrained least squares problem,

\[
\begin{cases}
    z = \min \left\{ \| B^+ \alpha - B^- \beta + \theta \|^2_2 + \| -B^- \alpha + B^+ \beta - \theta^* \|^2_2 \right\} \\
    \text{s.t.} \\
    \alpha = (\alpha_1, \ldots, \alpha_n)^T > 0, \beta = (\beta_1, \ldots, \beta_n)^T > 0.
\end{cases}
\]

**Remark 3.8.** For the above optimization problem, we may consider the numbers \( \alpha_j, \beta_j \) for \( j = 1, \ldots, n \) to have small positive values (e.g., \( 10^{-20} \)). In this case, the fuzzy numbers \( (x_j, \alpha_j, \beta_j)^T_{LR} \) are very close to the crisp numbers \( x_j \). Thus, the user can define a positive parameter, \( \varepsilon \), such that \( \alpha_j, \beta_j \geq \varepsilon \) for all \( j \). By this setting, it is guaranteed that each fuzzy number has left and right spreads as much as \( \varepsilon \) (see Definition 2.6). Therefore, instead of the above optimization problem, we consider the following optimization problem,

\[
\begin{cases}
    z = \min \left\{ \| B^+ \alpha - B^- \beta + \theta \|^2_2 + \| -B^- \alpha + B^+ \beta - \theta^* \|^2_2 \right\} \\
    \text{s.t.} \\
    \alpha = (\alpha_1, \ldots, \alpha_n)^T \geq \varepsilon e, \beta = (\beta_1, \ldots, \beta_n)^T \geq \varepsilon e,
\end{cases}
\]

where \( e = (1, \ldots, 1)^T \in \mathbb{R}^n \) and \( \varepsilon > 0 \) is a user-defined parameter.

We observe that an exact solution exists if and only if (13) has a solution with \( z^* = 0 \) (in this case, a solution of (13) is a solution of the system (11)); otherwise, system (11) lacks an exact solution and thus approximate solutions can be computed for the FLRLS. In any case, a solution (approximate or exact) is determined by a corresponding \( \hat{x} \) composed of any solution of the crisp system (10) and the linear least squares problem (13).
3.1.1 A Fuzzy Concept for LR Solutions. It is possible to characterize the set of solutions of FLRLS as a fuzzy set. For this, we propose defining exact and approximate solutions based on a proposed membership function. We introduce a new notion of fuzzy LR solution for (4). Let \( \tilde{y} = (y_i, \alpha_i, \beta_i)^T_{LR}, 1 \leq i \leq n \), where \( y \) is a solution of (10). Define the fuzzy set of LR solutions of (4) by the following membership function,

\[
\mu_S(\tilde{y}) = \begin{cases} 
  g(r_{\tilde{y}}), & 0 \leq r_{\tilde{y}} \leq u, Ay = b, \\
  0, & O.W.,
\end{cases}
\]

where \( \tilde{y} \in F(\mathbb{R}^n)_{LR} \) and \( r_{\tilde{y}} \) is as defined in (12), \( u > 0 \) is a user-defined parameter and \( g : [0, u] \to [0, 1] \) is a strictly decreasing linear function with \( g(0) = 1 \) and \( g(u) = 0 \). An example function \( g \) may be:

\[
ge(r) = \begin{cases} 
  1 - \frac{r}{u}, & 0 \leq r \leq u, \\
  0, & O.W.
\end{cases}
\]

(We note that other appropriate functions \( g \) with the specified conditions (14) may also serve as membership functions, but we would make use of (15) in our experiments at the end of this section.)

In this definition, \( S \), the set of LR solutions of (4), is a fuzzy set and each \( \tilde{y} \in F(\mathbb{R}^n)_{LR} \) is seen as a solution of FLRLS. Also, the solution set of FLRLS at the \( \alpha \)-level is defined to be \( S_\alpha = \{ \tilde{x} | \mu_S(\tilde{x}) = \alpha \} \).

**Note 3.9.** \( \tilde{x} \) is an exact solution of FLRLS if and only if \( r_{\tilde{x}} = 0 \) (see Definition 3.5), or equivalently \( g(r_{\tilde{x}}) = 1 \) or \( \mu_S(\tilde{x}) = 1 \).

Since \( \mu_S(\tilde{y}) = 1 \) implies that \( \tilde{y} \) is an exact solution of FLRLS, then it would be appropriate to find solutions of FLRLS in \( F(\mathbb{R}^n)_{LR} \) with maximum membership function value. In other words, to solve FLRLS, we need to solve the following problem,

\[
\max_{\tilde{y} \in F(\mathbb{R}^n)_{LR}} \mu_S(\tilde{y}),
\]

or equivalently,

\[
\max_{\tilde{y} \in F(\mathbb{R}^n)_{LR}} g(r_{\tilde{y}}),
\]

where \( r_{\tilde{y}} \) is defined as in (12). Next, we can redefine an exact solution of FLRLS in the following context.

**Definition 3.10.** \( \tilde{x} \in F(\mathbb{R}^n)_{LR} \) is an exact solution of FLRLS if \( \mu_S(\tilde{x}) = 1 \) (or equivalently \( \tilde{x} \in S_1 \)).

It is now apparent that if \( S_1 = \emptyset \), then FLRLS lacks an exact solution. In other words, for all \( \tilde{y} \in F(\mathbb{R}^n)_{LR} \) we have \( r_{\tilde{y}} > 0 \) (as defined in (12)), and so, the system (11) lacks an exact solution. In this case, it would be useful to find a fuzzy LR vector with the maximum \( \mu_S \) value. We can thus characterize an approximate solution as being a fuzzy LR vector with the maximum \( \mu_S \) value as follows.
Definition 3.11. We say that \( \hat{x} \) is an approximate solution of FLRLS if \( \hat{x} \in S_{\alpha_{\max}} \), where \( \alpha_{\max} = \max \{\alpha \mid S_\alpha \neq \emptyset\} \). We call such an \( \hat{x} \) an approximate solution at the \( \alpha_{\max} \)-level.

3.1.2 Finding General Solution of FLRLS. We have seen that, for solving FLRLS, we need to solve a crisp linear system and a constrained least squares problem. Here, we propose the following algorithm to solve the FLRLS or equivalently find the general solution (either exact or approximate).

Algorithm 2 Find general solution of FLRLS.

\begin{enumerate}
    \item \textbf{Step 0:} (Initialization) Give \( u > 0 \) for (15) and \( \varepsilon > 0 \) for (13).
    \item \textbf{Step 1:} Find general solution of (10) by an ABS algorithm and let \( S_{ABS} \) be a set of all solutions of (10). If \( S_{ABS} = \emptyset \) then \textbf{stop} (the fuzzy linear system (4) does not have any solution; see Definitions 3.10 and 3.11).
    \item \textbf{Step 2:} Solve the optimization problem (13) and let \( (\alpha, \beta) \) be an optimal solution of (13) with optimal value \( z^* \).
    \item \textbf{Step 3:}
        \begin{enumerate}
            \item If \( z^* = 0 \) then
                FLRLS has exact solutions and
                \[ S = \{ \tilde{x} \mid \tilde{x} = (\tilde{x}_i)^T L_R, \tilde{x}_i = (x_i, \alpha_i, \beta_i), 1 \leq i \leq n, x \in S_{ABS} \}, \]
                is the set of all exact solutions
            \item else
                FLRLS has approximate solutions and
                \[ S_{g(z^*)} = \{ \tilde{x} \mid \tilde{x} = (\tilde{x}_i)^T L_R, \tilde{x}_i = (x_i, \alpha_i, \beta_i), 1 \leq i \leq n, x \in S_{ABS} \}, \]
                is the set of all \( g(z^*) \)-level solutions of FLRLS, where the function \( g(x) \) is as defined in (15).
        \end{enumerate}
    \item \textbf{Step 4:} Stop.
\end{enumerate}

Remark 3.12. In system (10), \( A_{m \times n} \), \( m \leq n \), is a crisp matrix. If \( \text{rank}(A) = m = n \), then system (10) has a unique solution. If, however, \( \text{rank}(A) \leq m < n \) then system (10) may either lack a solution or have infinitely many solutions (whenever there is one solution). Using an ABS Algorithm, we can recognize that system (10) is compatible or not (see \textbf{Step 1} in Algorithm 2 and \textbf{Step 3} in Algorithm 1). If system (10) is incompatible, then based on Definitions 3.10 and 3.11, the fuzzy linear system (4) lacks any solution (either exact or approximate). But, if system (10) is compatible then, using Algorithm 1, we can obtain the general solution of system (10).

3.2. Further Constraint Specifications. Algorithm 2 is flexible enough to be modified for special applications easily. For example, suppose the user wants to impose \( \alpha_j, \beta_j \leq M_j \) or decides to have some LR fuzzy numbers to be approximately symmetric, then the user adjoins appropriate constraints to the constrained least squares problem (13); e.g., \( |\alpha_j - \beta_j| \leq 10^{-k} \) for some \( j, j \in \{1, \ldots, n\} \). Also, as mentioned in Remark 3.8, the user can control the right and left spreads of each
fuzzy number delicately by adding \( \alpha_j, \beta_j \geq \varepsilon_j \) for some \( j, j = 1, \ldots, n \), to (13). Other constraints can also be interesting. Assume the user wants the measure of fuzziness of some fuzzy numbers to be smaller than certain predefined positive numbers \( N_j \). In this case, the user adds \( \alpha_j + \beta_j \leq N_j \) to the constrained least squares problem (13).

So, one can change the constrained least squares problem in Step 2 of Algorithm 2 to:

\[
\begin{align*}
z = \min & \left\{ \| B^+ \alpha - B^- \beta - b' \|_2^2 + \| -B^- \alpha + B^+ \beta - b'' \|_2^2 \right\} \\
\text{s.t.} & \\
\alpha = (\alpha_1, \ldots, \alpha_n)^T \geq \varepsilon e, & \beta = (\beta_1, \ldots, \beta_n)^T \geq \varepsilon e, \\
\alpha, \beta \in C,
\end{align*}
\]

(16)

where \( C \) is the feasible space defined by user’s specified conditions. So, we can change Step 2 in Algorithm 2 to “Solve the optimization problem (16) and let \((\alpha, \beta)\) be an optimal solution of (16)”.

To illustrate the effectiveness of our approach, we discuss the following two examples.

**Example 3.13.** [10] Consider:

\[
\begin{align*}
\tilde{x}_1 - \tilde{x}_2 &= (1, 1, 1)_{LR} \\
\tilde{x}_1 + 3\tilde{x}_2 &= (5, 1, 2)_{LR}.
\end{align*}
\]

**Case 1:** We solve the following two problems using \( u = 4 \) in (15) and \( \varepsilon = 10^{-2} \) in (13) or (16):

\[
\begin{align*}
\begin{cases}
 x_1 - x_2 = 1, \\
x_1 + 3x_2 = 5,
\end{cases} \quad \text{and} \quad z &= \min \left[ (\alpha_1 + \beta_2 - 1)^2 + (\beta_1 + \alpha_2 - 1)^2 \\
&\quad + (\alpha_1 + 3\alpha_2 - 1)^2 + (\beta_1 + 3\beta_2 - 2)^2 \right] \\
\text{s.t.} & \\
\alpha_j, \beta_j \geq \varepsilon, \quad j = 1, 2.
\end{align*}
\]

Then, we obtain \( x_1 = 2, x_2 = 1 \) and \( z^* = 0 \) with \( \alpha_1 = 0.625, \beta_1 = 0.875, \alpha_2 = 0.125, \beta_2 = 0.375 \). Thus, \( \bar{x} = (\bar{x}_1, \bar{x}_2)^T \) with \( \bar{x}_1 = (2, 0.025, 0.875)_{LR} \) and \( \bar{x}_2 = (1, 0.125, 0.375)_{LR} \) is an exact solution.

**Case 2:** Consider desiring \( \alpha_1 \approx \beta_1 \) and \( \alpha_2 \approx \beta_2 \) in the sense of \( |\alpha_1 - \beta_1| \leq 10^{-2} \) and \( |\alpha_2 - \beta_2| \leq 10^{-2} \). Thus, we add these inequalities to the constrained least squares problem. Then, the global optimum is computed to be \( x_1 = 2, x_2 = 1, \alpha_1 = 0.745, \beta_1 = 0.755, \alpha_2 = 0.245, \beta_2 = 0.255 \) and \( z^* = 0.4608 \). Therefore, the approximate solution is a \((0.8848)\)-level solution \( \bar{x} = (\bar{x}_1, \bar{x}_2)^T_{LR} \) with \( \bar{x}_1 = (2, 0.745, 0.755)_{LR} \) and \( \bar{x}_2 = (1, 0.245, 0.255)_{LR} \) (with \( u = 4 \) in (15)).

**Case 3:** Consider desiring \( \alpha_1 = \beta_1 \) and \( \alpha_2 = \beta_2 \), by adding them as constraints. Then, the global optimum is computed as: \( x_1 = 2, x_2 = 1, \alpha_1 = \).
\[ \beta_1 = 0.75, \alpha_2 = \beta_2 = 0.25 \text{ and } z^* = 0.5. \] Therefore, the approximate solution is a \((0.875)\)-level solution with \(\tilde{x} = (\tilde{x}_1, \tilde{x}_2)^T_{LR}, \tilde{x}_1 = (2, 0.75, 0.75)^T_{LR} \text{ and } \tilde{x}_2 = (1, 0.25, 0.25)^T_{LR}. \) (with \(u = 4 \text{ in } (15)\)).

**Remark 3.14.** Cases 2 and 3 in Example 3.13 show that if we desire \(\alpha_1 \simeq \beta_1\) and \(\alpha_2 \simeq \beta_2\) then we can achieve an approximate solution with a higher \(\alpha\)-level of solution as compared with the case \(\alpha_1 = \beta_1 \text{ and } \alpha_2 = \beta_2\).

**Example 3.15.** Consider,
\[
\begin{align*}
\tilde{x}_1 + \tilde{x}_2 + \tilde{x}_3 &= (1, 1, 1)^T_{LR} \\
\tilde{x}_1 + \tilde{x}_2 - \tilde{x}_3 &= (2, 1, 1)^T_{LR}.
\end{align*}
\]
Using Algorithm 2 (with \(u = 4 \text{ in } (15) \text{ and } \varepsilon = 10^{-2} \text{ in } (13) \text{ or } (16)\)), we obtain \(x = \begin{bmatrix} 0.75 \\ 0.75 \\ -0.5 \end{bmatrix} + \begin{bmatrix} 0.5 \\ -0.5 \\ 0 \end{bmatrix} q\), where \(q \in \mathbb{R}\), is general solution of (10). One optimal solution of (13) is \(\alpha_j = \beta_j = 0.3333, j = 1, 2, 3\). Then, \(\tilde{x} = \begin{bmatrix} (0.75 + 0.5q, 0.3333, 0.3333)^T_{LR} \\ (0.75 - 0.5q, 0.3333, 0.3333)^T_{LR} \\ (-0.5, 0.3333, 0.3333)^T_{LR} \end{bmatrix}\), for all \(q \in \mathbb{R}\), is a symmetric exact solution of FLRLS. In a similar way, \(\tilde{x} = \begin{bmatrix} (0.75 + 0.5q, 0.4666, 0.3333)^T_{LR} \\ (0.75 - 0.5q, 0.5333, 0.3333)^T_{LR} \\ (-0.5, 0.2887, 0.2887)^T_{LR} \end{bmatrix}\), for all \(q \in \mathbb{R}\), is another exact solution.

**Remark 3.16.** If in (16), we select \(\varepsilon = 0\), then it is possible that the fuzzy system (4) has solution with a higher \(\alpha\)-level of solution as compared with the case, \(\varepsilon > 0\). Of course, in this case \((\varepsilon = 0 \text{ in } (16)\), solution of (4) may not be a fuzzy LR vector as shown by the following example.

**Example 3.17.** Consider,
\[
\begin{align*}
\tilde{x}_1 + 3\tilde{x}_2 &= (1, 1, 1)^T_{LR} \\
7\tilde{x}_1 - 10\tilde{x}_2 &= (7, 7, 7)^T_{LR}.
\end{align*}
\]
**Case 1:** We solved the above fuzzy LR system using \(u = 4 \text{ in } (15) \text{ and } \varepsilon = 0 \text{ in } (13) \text{ or } (16)\). Then, we obtained \(x_1 = 1, x_2 = 0 \text{ and } z^* = 0 \text{ with } \alpha_1 = 1, \beta_1 = 1, \alpha_2 = 0, \beta_2 = 0\). Thus, \(\tilde{x} = (\tilde{x}_1, \tilde{x}_2)^T_{LR} \text{ with } \tilde{x}_1 = (1, 1, 1)^T_{LR} \text{ and } \tilde{x}_2 = 0 = (0, 0, 0)\) is an exact solution.

**Case 2:** We solved the above fuzzy LR system using \(u = 4 \text{ in } (15) \text{ and } \varepsilon = 10^{-1} \text{ in } (13) \text{ or } (16)\). Then, we obtained \(x_1 = 1, x_2 = 0 \text{ and } z^* = 0.0484 \text{ with } \alpha_1 = 0.854, \beta_1 = 0.854, \alpha_2 = 0.1, \beta_2 = 0.1\). Thus, the fuzzy LR vector \(\tilde{x} = (\tilde{x}_1, \tilde{x}_2)^T_{LR} \text{ with } \tilde{x}_1 = (0, 0.854, 0.854)^T_{LR} \text{ and } \tilde{x}_2 = (0.1, 0.1)^T_{LR}\) is a \((0.9879)\)-level solution (in this case, fuzzy system lacks an exact solution).

**Remark 3.18.** System (9) or (11), or correspondingly the constrained least squares problem (13), may have more than one solution (e.g., when \(m \text{ is smaller than } n\)).
In such a case, the user may be interested in a particular solution by defining some constraints in (13). An interesting solution is one with the least Euclidean norm in the solution space (this solution is unique [14]). By this selection, we choose a solution of system (11) or equivalently the optimization problem (13) that has the least measure of fuzziness in the fuzzy solution space. To illustrate this, see the following example.

**Example 3.19.** Consider,

\[
\begin{bmatrix}
\dot{x}_1 - 2\dot{x}_2 + 3\dot{x}_3 - \dot{x}_4 = (5, 5, 4.5)_{LR} \\
\dot{x}_1 + \dot{x}_2 - \dot{x}_3 + \dot{x}_4 = (-1, 3, 3.25)_{LR}.
\end{bmatrix}
\]

Using Algorithm 2 (with \( u = 4 \) in (15) and \( \varepsilon = 10^{-2} \) in (13), or (16)), we obtain:

\[
x = \begin{bmatrix}
0.7143 \\
-0.5714 \\
1.0000 \\
-0.1429
\end{bmatrix}
+ \begin{bmatrix}
0.1714 & -0.0571 & -0.2000 & -0.3143 \\
-0.0571 & 0.6857 & 0.4000 & -0.2286
\end{bmatrix}^T q,
\]

where \( q \in \mathbb{R}^2 \) is the general solution of (10); this solution is obtained from the modified Huang’s algorithm, as pointed out in Section 2.2, and the solution of constrained least squares problem with ‘lsqmin’ function of MATLAB software. The optimal solution of (13) with the least Euclidean norm in the solution space is: \( (\alpha^T, \beta^T)^T \), where

\[
\alpha = [0.9701, 0.5736, 0.5045, 0.9487]^T \quad \text{and} \quad \beta = [0.9814, 0.7552, 0.4045, 1.0058]^T.
\]

Thus,

\[
\tilde{x} = \begin{bmatrix}
+0.7143, 0.9701, 0.9844_{LR} \\
-0.5714, 0.6706, 0.7552_{LR} \\
+1.0000, 0.5045, 0.4045_{LR} \\
-0.1429, 0.9487, 1.0058_{LR}
\end{bmatrix}
\]

is the unique exact solution of FLRLS with the least Euclidean norm in the solution space (with the Euclidean norm of mean values equal to 1.3628 and the Euclidean norm of spread values equal to 2.9553). This problem has more than one exact solution. The other solutions have higher Euclidean norms. It can be seen that

\[
\tilde{x} = \begin{bmatrix}
0.5, 0.1550, 1.6250_{LR} \\
0.0, 0.0100, 0.0100_{LR} \\
1.5, 1.6050, 0.0100_{LR} \\
0.0, 2.8230, 0.0100_{LR}
\end{bmatrix}
\]

is another exact solution with the Euclidean norm of mean values equal to 1.5811 and the Euclidean norm of spread values equal to 3.6362 (this solution is obtained using ‘\’ \ command and ‘lsqmin’ function of MATLAB software).

**Remark 3.20.** (Duality in fuzzy linear systems) Usually, there is no inverse element for an arbitrary fuzzy LR number. Also, if \( \tilde{x} \in \mathbb{F}(\mathbb{R}^1)_{LR} \) is an arbitrary LR fuzzy number, then we have,

\[\tilde{x} \oplus (-\tilde{x}) \neq 0.\]

1\text{min}\{f^T/Af = b^* \}, \text{ see Note 3.2.}
Therefore, the following two fuzzy linear systems are not equivalent:

\[ A_1 \tilde{x} + \tilde{b}_1 = A_2 \tilde{x} + \tilde{b}_2, \quad (A_1 - A_2) \tilde{x} = (\tilde{b}_2 - \tilde{b}_1). \]

In [13], the necessary and sufficient conditions for \( A_1 \tilde{x} = A_2 \tilde{x} + \tilde{b}_2 \) are given, where \( A_1 \) and \( A_2 \) are square matrices. With a similar argument as in the proof of Theorem 3.3, using the same notation, we can prove the following theorem.

**Theorem 3.21.** Suppose \( A_1 = \begin{bmatrix} a_{11} \end{bmatrix} \), \( A_2 = \begin{bmatrix} a_{21} \end{bmatrix} \in \mathbb{R}^{m \times n} \) and \( b_1, b_2 \in F(\mathbb{R}^m) \) are given. Then, \( \tilde{x} = (\tilde{x}_i), \tilde{x}_i = (x_i, \alpha_i, \beta_i), 1 \leq i \leq n \), is a solution of \( A_1 \tilde{x} + \tilde{b}_1 = A_2 \tilde{x} + \tilde{b}_2 \) if and only if \( x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n \) is a solution of \((A_1 - A_2)x = (b_2 - b_1)\) and \((\alpha^T, \beta^T)^T\) is a positive solution of the following system,

\[
\begin{bmatrix}
B_1^+ - B_2^+ & -B_1^- + B_2^-
-B_1^- + B_2^- & B_1^+ - B_2^-
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix} =
\begin{bmatrix}
b_2^+ - b_1^+ \\
b_2^- - b_1^-
\end{bmatrix},
\]

where,

\[
[B_k^+]_{ij} = \begin{cases}
\alpha_i^k, & \alpha_i^k \geq 0, \\
0, & \alpha_i^k < 0,
\end{cases} \quad [B_k^-]_{ij} = \begin{cases}
\alpha_i^k, & \alpha_i^k < 0, \\
0, & \alpha_i^k \geq 0,
\end{cases}
\]

for all \( k = 1, 2, i = 1, \ldots, m, j = 1, \ldots, n \), \( b_1^+ = (b_1^{1,k}, \ldots, b_1^{m,k})^T \) and \( b_1^- = (b_2^{1,k}, \ldots, b_2^{m,k})^T \), for \( k = 1, 2 \).

Analogous to our previous arguments, suppose \( \tilde{y} = (\tilde{y}_i), \tilde{y}_i = (y_i, \alpha_i, \beta_i), 1 \leq i \leq n \), let \( \tilde{y} = \tilde{y}_2 - \tilde{y}_1 \), \( \tilde{v}^+ = \tilde{b}_2^+ - \tilde{b}_1^+ \) and

\[
r_{\tilde{y}} = \|B_1^+ - B_2^+\|_2 \alpha + (-B_1^- + B_2^-)\|\beta - \tilde{v}^-\|_2^2 +
\]

\[
\|(-B_1^- + B_2^-)\|_2 \alpha + (B_1^+ - B_2^+)\|\beta - \tilde{v}^+\|_2^2.
\]

Now, define the fuzzy set of solutions of \( A_1 \tilde{x} + \tilde{b}_1 = A_2 \tilde{x} + \tilde{b}_2 \) by the following membership function,

\[
\mu_s(\tilde{y}) = \begin{cases}
g(r_{\tilde{y}}), & 0 \leq r_{\tilde{y}} \leq u, (A_1 - A_2)\tilde{y} = b_1 - b_2, \\
0, & \text{otherwise},
\end{cases}
\]

where \( u > 0 \) is a user-defined parameter and \( g \) is defined as in (15).

Let \( S_\alpha = \{\tilde{x} | S(\tilde{x}) = \alpha\} \). Then, \( \tilde{x} \) is an exact solution of \( A_1 \tilde{x} + \tilde{b}_1 = A_2 \tilde{x} + \tilde{b}_2 \) if and only if \( \tilde{x} \in S_1 \). If \( S_1 = \emptyset \), then no solution exists and \( S_{max} = \{\alpha|S_\alpha \neq \emptyset\} \) is a set of approximate solutions, where \( c_{max} = \max \{\alpha|S_\alpha \neq \emptyset\} \). The solution strategy for solving the system \( A_1 \tilde{x} + \tilde{b}_1 = A_2 \tilde{x} + \tilde{b}_2 \) is similar to the one given in Section 3.1.

4. Conclusions

We presented a methodology for characterization and an approach for computing the solutions of fuzzy linear systems with LR fuzzy variables. Notions of exact and approximate solutions were characterized. We transformed the fuzzy linear system to a corresponding crisp linear system and a constrained least squares problem. If the corresponding crisp system is incompatible, then the fuzzy LR system lacks an exact solution. We showed that the fuzzy LR system had an exact solution if and
only if the corresponding crisp system would be compatible (had a solution) and the solution of the corresponding least squares problem would equal zero. In this case, the exact solution was determined by the solutions of the two corresponding problems. On the other hand, if the corresponding crisp system was compatible and the optimal value of the corresponding constrained least squares problem was nonzero, then we identified approximate solutions by solving the least squares problem. Also, we characterized solutions by defining a membership function so that an exact solution was a fuzzy LR vector with the value of membership function equal to one and, when an exact solution did not exist, an approximate solution was a fuzzy LR vector with a maximal membership function value. We proposed a class of algorithms based on ABS algorithm $\Delta$ for solving these systems. The proposed algorithms can also be used to solve the extended dual fuzzy linear systems. Finally, we showed that, when the system had more than one solution, the proposed algorithms were flexible enough to compute special solutions of interest. Various scenarios for solutions were demonstrated by working out several examples.
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