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Abstract. In this paper, two different ways of introducing alternation for lattice-valued (referred to as \( \mathcal{L} \)-valued) regular tree grammars and \( \mathcal{L} \)-valued top-down tree automata are compared. One is the way which defines the alternating regular tree grammar, i.e., alternation is governed by the non-terminals of the grammar and the other is the way which combines state with alternation. The first way is taken over to prove a main theorem: the class of languages generated by an \( \mathcal{L} \)-valued alternating regular tree grammar (\( \mathcal{LAG} \)) is equal to the class of languages accepted by an \( \mathcal{L} \)-valued alternating top-down tree automaton (\( \mathcal{LAA} \)). The second way is taken over to define a new type of automaton by combining the \( \mathcal{L} \)-valued alternating top-down tree automaton with stack, called \( \mathcal{L} \)-valued alternating stack tree automaton (\( \mathcal{LASA} \)) and the generative power of it is compared to some well-known language classes, especially to \( \mathcal{LAA} \) and to \( \mathcal{LAG} \). Also, we have derived a characterization of the state alternating regular tree grammar (\( \mathcal{LSAG} \)) in terms of \( \mathcal{LASA} \).

1. Introduction

Tree automata came out of the algebraic theory of finite automata by Büchi [4] in the 1960’s. Tree automata techniques have been commonly used in checking consistency of tree structures. Typical examples include checking sufficient completeness of algebraic specifications [1] and the consistency of semi-structured documents [15]. Syntactic pattern recognition, logic programming, term rewriting and linguistics are some other areas in which tree automata have been used [8, 11].

The mathematical formulation of a fuzzy automaton was introduced by Wee [48] and Santos [39]. Subsequently, the fundamentals of fuzzy language theory were established by Lee and Zadeh [21], and by Thomason and Marinos [43]. Thereafter, many other authors having contributed to this field (see [16, 24, 27, 36, 42]). Fuzzy automata have many significant applications in different subject such as learning systems [33], fuzzy discrete event systems [26, 37] and neural networks [27, 32]. Due to the importance of residuated lattice logic, Qiu [34, 35] established a fundamental framework of automata theory based on complete residuated lattice-valued logic. He and others [38, 50, 51, 52, 53] have studied equivalence problem, reduction of states, context-free grammars, and pushdown automata in this framework. In recent years, several authors have studied lattice-valued automata [17, 22, 23, 25].
The concept of fuzzy tree automata considered by many authors [3, 5, 7, 9]. Algebraic study of fuzzy tree automata was done in [3, 9]. Since, fuzzy tree automata take values in the unit interval [0, 1], to enhance the processing ability of fuzzy tree automata, Ghorani and Zahedi [12] and Ghorani et al. [13] extended the membership value to a more general algebraic structure and considered tree automata based on complete residuated lattice-valued logic.

Alternation is a powerful generalization of nondeterminism with many applications in automata and complexity theory. It has been considered for long time as a computation model, e.g., for Turing machines. The seminal work in this area was done by Chandra et al. [6]. They studied the relationship between complexity classes defined by (non-)deterministic automata and alternating automata. Slutzki [40, 41] investigated the effect of alternation on several kinds of tree automata. Alternating automata are efficient data structures for many problems in the specification and verification of reactive systems. Because of their succinctness they are a convenient way to represent temporal specifications [45, 46]. They also have been commonly used as a basis for static verification [44]. In [10] it has been shown that how alternating automata can be used in runtime verification. Moreover, the connection of alternating tree automata, parity games and $\mu$-calculus considered in [18, 49].

The notion of alternating pushdown automata was investigated by Ladner et al. [20, 19]. Moriya [28] introduced the concept of alternating context free grammar and showed that the class of alternating context free languages is equal to the class of languages accepted by alternating pushdown automata. In [29], the authors defined the concepts of state alternating context free grammar and extended alternating context free grammar, and proved that these grammars are equivalent. Moriya and Otto [30] introduced the concept of stack-alternating pushdown automata and showed that these automata have the same accepting power as the ordinary alternating pushdown automata. Moriya and Otto [31] extended the notion of context free grammar to phrase-structure grammar and obtained some results for phrase-structure grammars. Also, Verma and Goubault-Larrecq [47] considered the notion of alternating two-way AC-tree automata. Some basic properties of alternating tree automata explained in [8].

Now in this paper we follow [12, 13, 29, 30]. At first the concepts of $\mathcal{LAG}$ and $\mathcal{L}$-valued alternating normalized regular tree grammar ($\mathcal{LANG}$) are defined and the equivalence between them is shown. Furthermore, it is shown that the language generated by an $\mathcal{LAG}$ coincides with the language accepted by an $\mathcal{LAA}$. However, there are languages that cannot be accepted by an $\mathcal{LAA}$. Thus, the concept of $\mathcal{LSAG}$ is defined and is compared to $\mathcal{LAG}$. In particular, the basic fact that $\mathcal{LSAG}$s are more powerful than $\mathcal{LAG}$s in their generative capacity is obtained. In the definition of an $\mathcal{LAG}$, alternation is governed by the non-terminals of the grammar, while alternation is ruled by states in an $\mathcal{LSAG}$. Also, we introduce an $\mathcal{L}$-valued alternating stack tree automaton and claim that a language is acceptable by this automaton if and only if it can be generated by an $\mathcal{LSAG}$. Since an automaton is a special tree automaton, our results are the extension of the related results in automata to tree automata.
The rest of this paper is arranged as follows: Section 2 contains some preliminaries and basic definitions. In Section 3 we will compare the LAGs to the LAAAs, and will obtained a main theorem: an $\mathcal{L}$-valued alternating tree language is acceptable if and only if it is regular. In Section 4, $\mathcal{L}$-valued state alternating regular tree grammar is considered. In Section 5, basic properties of LAGs and LSAGs are studied and an interesting theorem is obtained: the class of LSAG languages is precisely the class of LASA languages. Finally, in Section 6 conclusions are given.

2. Preliminaries and Basic Definitions

We assume that the readers are familiar with the basic concepts in tree automata and regular tree grammars. For more details we refer to [8, 11, 12, 13, 14, 28, 38, 41].

Definition 2.1. [2] A complete residuated lattice is a 5-tuple $\mathcal{L} = < \mathcal{L}, +, \cdot, \circ, \rho >$ where:

(i) $< \mathcal{L}, +, \cdot >$ is a complete lattice with the least and greatest elements 0 and 1, respectively,
(ii) $\circ$ and $\rho$ are two binary operations on $\mathcal{L}$ such that $< \mathcal{L}, \circ, 1 >$ is a commutative monoid, and $\rho$ is antitone in the first and isotone in the second variable, that is, for any $a_1, a_2, b \in \mathcal{L}$ if $a_1 \leq a_2$ then $a_1 \circ b \leq a_2 \circ b$, $b \circ a_1 \leq b \circ a_2$, $a_2 \rho b \leq a_1 \rho b$ and $b \rho a_1 \leq b \rho a_2$,
(iii) for all $a, b, c \in \mathcal{L}$, $a \circ b \leq c$ if and only if $a \leq b \rho c$.

Example 2.2. Let $\mathcal{L} = [0, 1] \subseteq \mathbb{R}$. Then $\mathcal{L} = < \mathcal{L}, \vee, \wedge, \circ, \rho >$ is a complete residuated lattice, where $a \circ b = \max(0, a + b - 1), a \rho b = \min(1, 1 - a + b)$ for any $a, b \in [0, 1], \vee$ and $\wedge$ are the symbols of the truth-valued lattice, representing max and min, respectively.

Remark 2.3. In this paper, by an $\mathcal{L}$-valued logic we mean a complete residuated lattice-valued logic; that is, the set of truth values is $\mathcal{L}$, which possesses nullary connective $a$ ($a \in \mathcal{L}$), an additional binary connective $\&$ as well as usual connectives $\vee, \wedge$ and implication $\rightarrow$.

Definition 2.4. [8] A ranked alphabet is a couple $(F, \text{Arity})$ where $F$ is a finite set and $\text{Arity}$ is a mapping from $F$ into $\mathbb{N}$ (the set of positive integers). The arity of a symbol $f \in F$ is $\text{Arity}(f)$. The set of symbols of arity $n$ is denoted by $F_n$. Elements of arity 0, 1, \cdots, $n$ are respectively called constants, unary, \cdots, $n$-ary symbols.

We assume that $F$ contains at least one constant. Here, we use parenthesis and commas for a short declaration of symbols with arity. For instance, $f(,)$ is a short declaration for a binary symbol $f$.

Definition 2.5. [8] The set of trees over $F$, denoted by $T(F)$, is the smallest set defined as follows:

1. $F_0 \subseteq T(F)$,
2. if $n \geq 1, \sigma \in F_n$, and $t_1, \cdots, t_n \in T(F)$, then $\sigma(t_1, \cdots, t_n) \in T(F)$.

Definition 2.6. [41] Assume that $H$ is a set of symbols or trees. The set of trees over $F$ indexed by $H$, denoted by $T(F)[H]$, is the smallest set defined as follows:
(1) $H \cup F_0 \subseteq T(F)[H],$
(2) if $n \geq 1$, $\sigma \in F_n$ and $t_1, \ldots, t_n \in T(F)[H]$, then $\sigma(t_1, \ldots, t_n) \in T(F)[H].$

**Definition 2.7.** [8] Let $X_n$ be a set of $n$ variables. A linear tree $c \in T(F,X_n)$ is called a context and the expression $c[t_1, \ldots, t_n]$ for $t_1, \ldots, t_n \in T(F)$ denotes the tree in $T(F)$ obtained from $c$ by replacing variable $x_i$ by $t_i$ for each $1 \leq i \leq n$, that is $c[t_1, \ldots, t_n] = c[x_1 \leftarrow t_1, \ldots, x_n \leftarrow t_n].$ We denote by $C^n(F)$ the set of contexts over $(x_1, \ldots, x_n)$, and by $C(F)$ the set of contexts containing a single variable.

### 3. $\mathcal{L}$-valued Alternating Regular Tree Grammar

Slutzki [40, 41] defined alternating top-down tree automaton. Now, we define an $\mathcal{L}$-valued alternating top-down tree automaton. Note that from now on we assume that $c \in \mathcal{L}$.

**Definition 3.1.** An $\mathcal{L}$-valued alternating top-down tree automaton ($\mathcal{LAA}$) is a tuple $\mathcal{A} = (Q, U, F, q_0, \delta)$, where $Q$ is a finite non-empty set of states, $U \subseteq Q$ is a set of universal states (states in $Q \setminus U$ are called existential states), $F$ is a ranked alphabet, $q_0 \in Q$ is the initial state, and $\delta$ is a set of $\mathcal{L}$-valued rules of the form:

$$q(f(x_1, \ldots, x_n)) \rightarrow^c f(q_1(x_1), \ldots, q_n(x_n)),$$

where $n \geq 0$, $f \in F_n$, $q_1, \ldots, q_n \in Q$, $x_1, \ldots, x_n \in X$ and $X$ is the set of variables.

**Definition 3.2.** An instantaneous description (ID) of $\mathcal{A}$ on a tree $t \in T(F)$ is a tree in the set $T(F)[Q(T(F))]$, where $Q(T(F))$ is the set $\{q(t) | q \in Q, t \in T(F)\}$, $q_0(t)$ is the initial ID of $\mathcal{A}$ on $t$, and trees in $T(F)$ are the accepting IDs. For two IDs $s$ and $r$ we write $s \rightarrow r$ if there exists a rule $(q(f(x_1, \ldots, x_n)) \rightarrow^c f(q_1(x_1), \ldots, q_n(x_n))) \in \delta$ such that $r$ is obtained from $s$ by replacing a subtree of $s$ of the form $q(f(t_1, \ldots, t_n))$, for certain $t_1, \ldots, t_n \in T(F)$, with $f(q_1(t_1), \ldots, q_n(t_n)).$

**Definition 3.3.** Let $\mathbb{N}^*$ be the set of finite strings over $\mathbb{N}$, and $\varepsilon$ be the empty string. A computation tree $T \in T(T(F))[Q(T(F))]$ is defined as a partial function $T : \mathbb{N}^* \rightarrow T(F)[Q(T(F))]$ with domain $\text{pos}(T)$ satisfying the following properties:

(a) $t(\varepsilon) = \text{Head}(t)$, where $\text{Head}(t)$ is the root symbol of $T$,
(b) $\text{pos}(T)$ is non-empty and prefix-closed,
(c) $\forall p \in \text{pos}(T)$, if $T(p) \in T(F)[Q(T(F)) \setminus T(F)$, then $\{j | pj \in \text{pos}(T)\} = \{1, \ldots, n\}$, where $n$ is the number of sons of $T(p)$,
(d) $\forall p \in \text{pos}(T)$, if $T(p) \in T(F)$, then $\{j | pj \in \text{pos}(T)\} = \emptyset$.

Each element in $\text{pos}(T)$ is called a position.

**Remark 3.4.** Note that if $r_1, \ldots, r_m$ be all the rules in $\delta$ that have $q(f(x_1, \ldots, x_n))$ as a left-hand side such that $q(f(x_1, \ldots, x_n))$ is a subtree in $T(p)$ then:

- if $q$ is a universal state, then by applying all the rules $r_i$, $i = 1, \ldots, m$, $T(p)$ will have $m$ sons $s_i$, $i = 1, \ldots, m$,
- if $q$ is an existential state, then by applying one of the rules $r_i$, $i = 1, \ldots, m$, $T(p)$ will have a single son.
Definition 3.5. An accepting computation tree of $A$ on $t$ is a computation tree of $A$ on $t$ whose leaves are all labelled by accepting IDs and $Head(t) = q_0(t)$. $A$ accepts $t$, if there exists an accepting computation tree of $A$ on $t$. The tree language defined by $A$ is

$$L(A) = \{ (t, \mu_A(t)) \mid A \text{ accepts } t \in T(F) \},$$

where, $\mu_A(t)$ (the membership value of $t$) is obtained as follows:

Let the computation tree $T$ contain $k$ paths $p_1, \ldots, p_k$. Also, let each path $p_j, j = 1, \ldots, k$ contain $r_j, j = 1, \ldots, k$ positions, named $s_{i_j}^1, \ldots, s_{i_j}^{r_j}$, where $s_{i_j}^1 < s_{i_j}^{r_j}, i = 1, \ldots, r_j - 1$. The membership value of each path $p_j, j = 1, \ldots, k$ is calculated as $\mu(p_j) = \wedge_{i=1}^{r_j - 1} c_{i_j}$, where $T(s_{i_j}^1) \rightarrow^{c_{i_j}} T(s_{i_j}^{r_j})$. Finally, $\mu_A(t) = \vee_j \mu(p_j)$ and supremum is taken over all computation trees from $q_0(t)$ to $t$.

Problem. Can we derive a new grammatical characterization for the class of languages that are accepted by an $LAA$? The answer is positive. In this section, we answer to this question.

Definition 3.6. An $L$-valued alternating regular tree grammar ($LAG$) is a 5-tuple $G = (S, N, U, E, R)$, where $S$ is the start symbol, $N$ is a set of non-terminal symbols, $U \subseteq N$ is a subset of non-terminals, $E$ is a set of terminal symbols, and $R$ is a set of $L$-valued productions of the form $A \rightarrow^c \beta$, where $A$ is a non-terminal of $N$ and $\beta$ is a tree of $T(E \cup N)$. The non-terminals in $U$ are called universal non-terminals and non-terminals in $N \setminus U$ are called existential non-terminals.

In the above definition if all of the non-terminals in $LAG$ are existential, we receive to $\mathcal{L}$-valued regular tree grammar, for short $\mathcal{L}$. Let $G$ be an $LAG$ and $\alpha \in T(E \cup N)$. A finite tree $T$ is a derivation tree for $G$ from $\alpha$ if the following properties are satisfied:

1. Each node positiveimplicative of $T$ is labelled with a tree in $T(E \cup N)$, the root of $T$ is labelled with $\alpha$,
2. If positiveimplicative is an internal node of $T$ with label $f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n)$, where $f \in E, u_j \in T(E \cup N), j = 1, \ldots, i-1, i+1, \ldots, n$, $w$ is an existential non-terminal and $w \rightarrow^c \alpha$ is a production from $R$, then

$$f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n) \Rightarrow^c f(u_1, \ldots, u_{i-1}, \alpha, u_{i+1}, \ldots, u_n),$$

3. If $w$ is a universal non-terminal and $w \rightarrow^c \alpha_j, j = 1, \ldots, k$ are all the productions with left-hand side $w$, then

$$f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n) \Rightarrow^{(c_1, \ldots, c_k)} (f(u_1, \ldots, u_{i-1}, \alpha_1, u_{i+1}, \ldots, u_n),$$

$$\ldots, f(u_1, \ldots, u_{i-1}, \alpha_k, u_{i+1}, \ldots, u_n)),$$

that is, all productions with left-hand side $w$ are applied simultaneously. Note that, $f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n)$ contains $k$ sons and $c_i, i = 1, \ldots, k$ is the membership value of the $i$th son.

It is important to mention that a derivation tree $T$ can also be defined as follows: $T \in T(T(E \cup N))$ is defined as a partial function $T : N^* \rightarrow T(E \cup N)$ with domain $pos(T)$ defined similar to Definition 3.3.
If there exists a derivation tree such that the root is labelled with the start symbol $S$ and all leaves are labelled with the tree $t$, then we say that the terminal tree $t$ derives from $G$. The language generated by $\mathcal{LAG} G$, denoted by $L(G)$, is the set of all terminal trees derived from $G$. The membership value of each path $i$ in $L(G)$ is obtained as follows:

Let the derivation tree $T$ contain $k$ paths $p_1, \cdots, p_k$. Also, assume that each path $p_j, j = 1, \cdots, k$ contains $r_j, j = 1, \cdots, k$ positions, named $s_{ij}, i = 1, \cdots, r_j$, where $s_{ij} < s_{i+1,j}$. The membership value of each path $p_j$, $j = 1, \cdots, k$ is calculated as $\mu(p_j) = \bigwedge_{i=1}^{r_j-1} c_{ij}$, where $T(s_{ij}) \to c_{ij} T(s_{i+1,j})$. Finally, $\mu_G(t) = \bigvee_j \mu(p_j)$ and the supremum is taken over all derivation trees from $S$ to $t$. Therefore

$$L(G) = \{ \langle t, \mu_G(t) \rangle | \ t \text{ derives from } G \}.$$ 

**Definition 3.7.** An acceptable $\mathcal{L}$-valued alternating tree language is a language accepted by an $\mathcal{LAA}$. Also, an $\mathcal{L}$-valued alternating regular tree language is a language generated by an $\mathcal{LAG}$.

**Definition 3.8.** An $\mathcal{LAG} G$ is said to be linear if the right-hand side of each production contains at most one non-terminal occurrence.

**Definition 3.9.** Two $\mathcal{LAG}$s $G_1$ and $G_2$ are equivalent if they generate the same language.

**Definition 3.10.** An $\mathcal{L}$-valued alternating normalized regular tree grammar ($\mathcal{LANG}$) $G = (S, N, E, R)$ is an $\mathcal{LAG}$ in which the productions are in the form $A \to^e a$ or $A \to^e f(A_1, \ldots, A_n)$, where $f$ and $a$ are symbols of $E$ and $A_1, \cdots, A_n, A$ are non-terminals.

**Theorem 3.11.** Each $\mathcal{LAG} G$ is equivalent to an $\mathcal{LANG} G'$.

**Proof.** Let $A \to^e f(s_1, \ldots, s_m)$ be a production in $G$. We replace this production with $A \to^e f(A_1, \ldots, A_m)$ in $G'$, such that if $s_j \in N$ then $A_j = s_j$, otherwise, $A_j$ is a new non-terminal symbol and we add the production $A_j \to^1 s_j$. We iterate this process until we reach to a grammar with productions of the form $A \to^e a$ or $A \to^e B$. Finally, we replace the productions $A_1 \to^e \cdots A_2, A_2 \to^e \cdots A_3, \ldots, A_k \to^e a$ with the production $A_1 \to^e a$, such that $c = \bigwedge_{j=1}^k c_j$, for all $a \notin N$, where $A_j \in Q \setminus U$. Meanwhile, if $A_j$ is a universal non-terminal symbol, for $1 \leq j \leq k$, then we consider $A_j$ as a universal symbol. Also, for other cases we can reach to a grammar with productions of the form $A \to^e f(A_1, \ldots, A_m)$ or $A \to^e a$. Thus, $L(G) \subseteq L(G')$. It is obvious that $L(G') \subseteq L(G)$. Hence, $L(G) = L(G')$.□

By Theorem 3.11, we can consider the same properties for $\mathcal{LAG}$ and $\mathcal{LANG}$.

The following lemma shows that there exists an $\mathcal{LAA}$, which accepts the language generated by a given $\mathcal{LAG}$.

**Lemma 3.12.** For each $\mathcal{L}$-valued alternating regular tree language $\bar{L}$, there exists an $\mathcal{LAA}$ $A$ such that $\bar{L} = L(A)$. 
Proof. Let $G = (S, N, U, E, R)$ be an $\mathcal{LAG}$ with $L = L(G)$. We construct an $\mathcal{LAA}$ $\mathcal{A} = (Q, U', F, q_S, \delta)$ as follows:

- $Q = \{q_A | A \in N\}$,
- $F = E$,
- $U' = \{q_A | A \in U\}$, and
- $\delta$ consists of the following rules:
  \[ A \rightarrow^c f(A_1, \cdots, A_n) \in R \text{ if and only if} \]
  \[ q_A(f(x_1, \cdots, x_n)) \rightarrow^c f(q_{A_1}(x_1), \cdots, q_{A_n}(x_n)) \in \delta. \]

If $n = 0$, then
\[ (A \rightarrow^c a) \in R \text{ if and only if} (q_A(a) \rightarrow^c a) \in \delta. \]

Now, we complete the proof by induction on the length of derivation. Let $(t, c) \in L(G)$. Then, there exists a derivation tree $T$ of $G$ such that its root is labelled with $S$ and each leaf is labelled with $t$. Let the length of derivation tree $T$ be $n$.

**Base case.** Suppose $n = 1$, therefore, $t = a \in F_0$. Thus there exists a computation tree $T'$ of $G'$ from $q_S(a)$ to $a$.

**Induction step.** Suppose that the property holds for any derivation of length less than $n$ and let $t = f(t_1, \cdots, t_k)$. The first step of derivation from $S$ is as follows:

\[ S \Rightarrow (s_1, \cdots, s_m). \]

It is obvious that $s_i$, with $1 \leq i \leq m$, must be as follows:

\[ s_1 = f(A_{11}, \cdots, A_{1k}), \]

\[ \vdots \]

\[ s_m = f(A_{m1}, \cdots, A_{mk}). \]

Therefore there exist some derivation trees from $A_{rj}$ to $t_j$ in $n_{rj}$ steps. By induction hypothesis, we conclude that there exist computation trees from $q_{A_{rj}}(t_j)$ to $t_j$ in $n_{rj}$ steps where $1 \leq r \leq m$, $1 \leq j \leq k$, and $\sum_{r=1}^m \sum_{j=1}^k n_{rj} = n - 1$. Therefore, there exist computation trees from $f(q_{A_{r1}}(t_1), \cdots, q_{A_{rk}}(t_k))$ to $f(t_1, \cdots, t_k)$ with derivation length $\sum_{r=1}^m n_{rj}$, $\forall r = 1, \cdots, m$. Hence, there exists an accepting computation tree $T'$ of $G'$ such that its root is labelled with $q_S(t)$ and each leaf is labelled with $t$ with membership value $c$. Thus, $L(G) \subseteq L(A)$. By a similar method, it is easy to show that $L(A) \subseteq L(G)$. Consequently, $L(G) = L(A)$. $\square$

The following lemma shows that there exists an $\mathcal{LAG}$, which generates the language accepted by a given $\mathcal{LAA}$.

**Lemma 3.13.** For each $\mathcal{LAA} \mathcal{A}$, there exists an $\mathcal{LAG}$ $G$ such that $L(A) = L(G)$.

**Proof.** Let $\mathcal{A} = (Q, U, F, q_0, \delta)$ be an $\mathcal{LAA}$. We define $G = (S, N, U', E, R)$ as follows:

- $S$ is a new symbol,
- $N = \{A_q | q \in Q\}$,
- $E = F$,
- $U' = \{A_q | q \in U\}$, and
\[ R = \{ A_q \rightarrow^c f(A_{q_1}, \ldots, A_{q_n}) \mid q(f(x_1, \ldots, x_n)) \rightarrow^c f(q_1(x_1), \ldots, q_n(x_n)) \in \delta \} \cup \{ S \rightarrow^1 A_{q_0} \}. \]

The proof can be completed by induction on the length of derivation, similar to the proof of Lemma 3.12.

Now, combining Lemmas 3.12 and 3.13, we get the equivalence between acceptability and regularity of \( L \)-valued alternating tree languages.

**Theorem 3.14.** An \( L \)-valued alternating tree language is acceptable if and only if it is regular.

**Remark 3.15.** In [8], the equivalence between acceptability and regularity of tree languages has been shown. Theorem 3.14 extends that result to \( L \)-valued alternating tree languages.

In the following we give an example to clarify the above theorem.

**Example 3.16.** Let \( L = [0,1] \) and \( G = (S, N, U, E, R) \) be an \( L \text{ANG}, \) where
\[
N = \{ S, A, B \}, \quad U = \{ S \}, \quad E = \{ f(), a \},
\]
and \( R \) consists of the following production rules:
\[
S \rightarrow^0 f(A), \quad S \rightarrow^0 f(B), \quad A \rightarrow^0 f(A), \quad A \rightarrow^0 f(a), \quad B \rightarrow^0 f(a).
\]
Then any derivation tree in \( G \) must be of the form shown in Figure 1, where \( m \) is a positive integer. By using the derivation given in Figure 1 it is obvious that, the only terminal tree derived from \( G \) is \( f(a) \). Thus \( L(G) = \{ (f(a), 0.3) \} \).

![Figure 1. A Derivation Tree of Example 3.16](image_url)

Now, we construct the related \( LAA \) \( A = (Q, U', E, q_S, \delta) \) where
\[
Q = \{ q_S, q_A, q_B \}, \quad U' = \{ q_S \},
\]
and the production rules are as the following:
\[
q_S(f(x_1)) \rightarrow^0 f(q_A(x_1)),
\]
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$q_S(f(x_1)) \rightarrow 0.3 f(q_B(x_1))$,
$q_A(f(x_1)) \rightarrow 0.2 f(q_A(x_1))$,
$q_A(a) \rightarrow 0.4 a$,
$q_B(a) \rightarrow 0.3 a$.

Thus, we have only one accepting computation tree of $A$ which is on $f(a)$ as Figure 2. Therefore, $L(A) = \{(f(a), 0.3)\}$. Hence $L(G) = L(A)$.

Conversely, let $A = (Q, U, E, q_0, \delta)$ be an $L$-valued alternating top-down tree automaton, where

$Q = \{q_0, q_1, q_2\}$, $U = \{q_0\}$, $E = \{f(), a\}$,

and $\delta$ consists of the following rules:

$q_0(f(x_1)) \rightarrow 0.2 f(q_1(x_1))$,
$q_0(f(x_1)) \rightarrow 0.4 f(q_2(x_1))$,
$q_1(f(x_1)) \rightarrow 0.6 f(q_1(x_1))$,
$q_1(a) \rightarrow 0.1 a$,
$q_2(a) \rightarrow 0.2 a$.

Then, the accepting computation tree of $A$ on $f(a)$ is of the form given in Figure 3. Clearly $L(A) = \{(f(a), 0.2)\}$.

Now, we construct the $\mathcal{LANG}$ $G = (S, N, U', E, R)$ where

$N = \{A_{q_0}, A_{q_1}, A_{q_2}\}$, $U' = \{A_{q_0}\}$,

and $R$ consists of the following production rules:

$S \rightarrow 1 A_{q_0}$, $A_{q_0} \rightarrow 0.2 f(A_{q_1})$, $A_{q_0} \rightarrow 0.4 f(A_{q_2})$,
$A_{q_1} \rightarrow 0.6 f(A_{q_1})$, $A_{q_1} \rightarrow 0.3 a$, $A_{q_2} \rightarrow 0.2 a$.

Then, any derivation tree in $G$ must be of the form shown in Figure 4, where $m$ is a positive integer.

The only terminal tree derived from $G$ is $f(a)$. Thus, $L(G) = \{(f(a), 0.2)\}$. Therefore, $L(G) = L(A)$.

We now give an example of a tree language which is not acceptable by an $\mathcal{LAA}$. 

![Figure 2. A Computation Tree of Example 3.16](image-url)
Example 3.17. Let $\mathcal{L} = [0, 1]$ and $F = \{f(\cdot), g(\cdot), a\}$. Consider the following $\mathcal{L}$-valued alternating tree language:

$$\tilde{L} = \{ (f(g^n(a), g^n(a)), 0.3) | n \geq 0 \}.$$ 

Assume that $\tilde{L}$ is acceptable by an $\mathcal{L}A\AA$ $A$. Now, consider the tree $t = f(g^i(a), g^i(a)) \in \tilde{L}$ with $|Q| \leq i$. Therefore, there exists a computation tree from $q(g^i(a))$ to $g^i(a)$, where $q \in Q$. Hence, during the mentioned computation tree, after some steps we reach from $q(g^i(a))$ to $g^m(q(g^k(a)))$ and then to $g^i(a)$, where $m + k = i, m \neq 0$. Thus, there exists a computation tree from $q(g^k(a))$ to $g^k(a)$. Therefore $f(g^k(a), g^i(a)), k < i$ is acceptable by $A$, which is a contradiction.

The above example shows that there are languages which can not be generated by $\mathcal{L}AG$s. Therefore, we have to seek grammars beyond these grammars. Hence, in the next section we will find grammars that are more powerful than $\mathcal{L}AG$s.
4. \(\mathcal{L}\)-valued State Alternating Regular Tree Grammar

An \(\mathcal{L}\)-valued extended regular tree grammar (\(\mathcal{LEG}\)) is a 6-tuple \(G = (Q, N, E, S, q_0, R)\), where \(Q\) is a finite set of states, \(N\) is a finite set of non-terminal symbols, \(E\) is a finite set of terminal symbols, \(S \in N\) is the start symbol, \(q_0 \in Q\) is the initial state, and \(R\) is a finite set of productions of the form \((p, w) \rightarrow^c(q, \alpha)\), where \(p, q \in Q\), \(w \in N\), \(c \in L\) and \(\alpha \in T(E \cup N)\). In fact an \(\mathcal{LEG}\) is a combination of \(\mathcal{L}\)-valued regular tree grammar with states. A derivation tree \(T \in T(E \cup N)\) is defined as a partial function \(T : N^* \rightarrow T(E \cup N)\) with domain \(\text{pos}(T)\) defined similar to Definition 3.3.

In the following definition, we combine the notion of alternation with an \(\mathcal{L}\)-valued regular tree grammar with states.

**Definition 4.1.** An \(\mathcal{L}\)-valued extended alternating regular tree grammar (\(\mathcal{LEAG}\)) is a tuple \(G = (Q, S, N, U, E, R, q_0, Q_f)\), where \(S, N\) and \(E\) are defined as in Definition 3.6, \(Q\) is a finite non-empty set of states, \(q_0 \in Q\) is the initial state, \(U \subseteq N\) is a set of universal non-terminals, \(Q_f \subseteq Q\) is a set of final states, and \(R\) is a finite set of productions of the form \((p, w) \rightarrow^c(q, \alpha)\), where \(p, q \in Q\), \(w \in N\) and \(\alpha \in T(E \cup N)\).

A derivation tree \(T \in T(Q, T(E \cup N))\) is defined as a partial function \(T : N^* \rightarrow (Q, T(E \cup N))\) with domain \(\text{pos}(T)\) defined similar to Definition 3.3.

**Remark 4.2.** Note that if \((p, w) \rightarrow^c_j(q_j, \alpha_j)\), where \(w \in N\), \(p, q_j \in Q\) and \(j = 1, \cdots, k\), are all the productions in \(R\) that have \((p, w)\) as a left-hand side such that \((p, f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n))\) is a tree in \(T(p)\), then:

- if \(w\) is a universal non-terminal, then by applying all of the productions \((p, w) \rightarrow^c_j(q_j, \alpha_j), j = 1, \cdots, k, \ T(p)\) will have \(k\) sons
  \[\{(q_1, f(u_1, \cdots, u_{i-1}, \alpha_1, u_{i+1}, \cdots, u_n)), \cdots, (q_k, f(u_1, \cdots, u_{i-1}, \alpha_k, u_{i+1}, \cdots, u_n))\}\],
  with membership value \((c_1, \cdots, c_k)\),
- if \(w\) is an existential non-terminal, then by applying one of the productions \((p, w) \rightarrow^c_j(q_j, \alpha_j), j = 1, \cdots, k, T(p)\) will have a single son.

If there exists a derivation tree such that the root is labelled with the start symbol \((q_0, S)\) and all leaves are labelled with pairs of the form \((p, t)\) with \(p \in Q_f\), then the terminal tree \(t\) can be derived from \(G\). An \(\mathcal{LEAG}\) \(G\) generates a language \(L(G)\) in the following manner:
a terminal tree \(t\) is in \(L(G)\) if and only if it is derived from \((q_0, S)\). The membership value of \(t\) in \(L(G)\) is calculated by a method similar to that of a language generated by an \(\mathcal{LAG}\).

Note that the labels of different leaves may differ in their first components, but they must agree in their second components.

\(\mathcal{LEAGs}\) are obtained from \(\mathcal{LAGs}\) by introducing states, in the same way that \(\mathcal{LEGs}\) are obtained from \(\mathcal{L}\)-valued regular tree grammars. Also \(\mathcal{LEAGs}\) are obtained from \(\mathcal{LEGs}\) by distinguishing between universal and existential non-terminals, in the same way that \(\mathcal{LAG}\) are obtained from \(\mathcal{L}\)-valued regular tree grammars. Hence, the \(\mathcal{LEAGs}\) unify these two generalizations of \(\mathcal{LAGs}\).
As it will be seen, the concept of \( L.E.A.G \) is equivalent to the following, where alternation is governed by states and not by non-terminals.

**Definition 4.3.** An \( L \)-valued state alternating regular tree grammar (\( L.S.A.G \)) is an 8-tuple \( G = (Q, U, S, N, E, R, q_0, Q_f) \), where \( Q \) is a finite non-empty set of states, \( U \subseteq Q \) is a set of universal states, \( N \) is a finite set of non-terminal symbols, \( E \) is a finite set of terminal symbols, \( S \in N \) is the start symbol, \( R \) is a set of productions of the form \( (p, w) \rightarrow^c (q, \alpha) \), where \( p, q \in Q \), \( w \in N \), \( \alpha \in T(E \cup N) \), \( q_0 \in Q \) is the initial state, and \( Q_f \) is a set of final states.

The language \( L(G) \) generated by \( L.S.A.G \) \( G \), consists of all \( t \in T(E) \) for which there exists a derivation tree such that its root is labelled with the pair \((q_0, S)\) and each leaf is labelled with a pair \((p, t)\), where \( p \in Q_f \). The membership value of \( t \) in \( L(G) \) is calculated by a method similar to that of a language generated by an \( L.A.G \).

A derivation tree \( T \in T(Q, T(E \cup N)) \) is defined as a partial function \( T : N^* \rightarrow (Q, T(E \cup N)) \), with domain \( pos(T) \) defined similar to Definition 3.3.

**Remark 4.4.** If \( (p, w) \rightarrow^{c_1} (q_j, \alpha_j) \), where \( w \in N \), \( p, q_j \in Q \) and \( j = 1, \ldots, k \), are all the productions in \( R \) that have \((p, w)\) as a left-hand side such that \((p, f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n))\) is a tree in \( T(p) \), then:

- if \( p \) is a universal state, then by applying all of the productions \((p, w) \rightarrow^{c_j} (q_j, \alpha_j)\), \( T(p) \) will have \( k \) sons \(((q_1, f(u_1, \ldots, u_{i-1}, \alpha_1, u_{i+1}, \ldots, u_n)), \ldots, (q_k, f(u_1, \ldots, u_{i-1}, \alpha_k, u_{i+1}, \ldots, u_n))\), with membership value \((c_1, \ldots, c_k)\).
- if \( p \) is an existential state, then by applying one of the productions \((p, w) \rightarrow^{c_j} (q_j, \alpha_j)\), \( j = 1, \ldots, m \), \( T(p) \) will have a single son.

An \( L \)-valued state alternating normalized regular tree grammar (\( L.S.A.N.G \)) \( G = (Q, U, S, N, E, R, q_0, Q_f) \) is an \( L.S.A.G \) in which the productions are in the form \((q, A) \rightarrow^c (q', A')\) or \((q, A) \rightarrow^c (q', f(A_1, \ldots, A_n))\) where \( f \) and \( a \) are symbols of \( E \) and \( A_1, \ldots, A_n, A' \) are non-terminals. We can easily show that \( L.S.A.N.G \) and \( L.S.A.G \) are equivalent.

The following two lemmas show that \( L.E.A.G \)s and \( L.S.A.G \)s are equivalent.

**Lemma 4.5.** For each \( L.E.A.G \) \( G \), there exists an \( L.S.A.G \) \( G' \) such that \( L(G) = L(G') \).

**Proof.** Let \( G = (Q, S, N, U, E, R, q_0, Q_f) \) be an \( L.E.A.G \). We define an \( L.S.A.G \) \( G' = (Q' \cup Q'' \cup Q'', S, N, E, P, q_0', Q_f') \) as follows:

- \( Q' = \{ q' \mid q \in Q \} \),
- \( Q_f' = \{ q' \mid q \in Q_f \} \),
- \( Q'' = \{ q'' \mid q \in Q \} \), and
- \( P \) is as follows:
  (i) for \( w \in N \setminus U \), if \((p, w) \rightarrow^c (q, \alpha)) \in R \), where \( p, q \in Q \) and \( \alpha \in T(E \cup N) \), then \((p', w) \rightarrow^c (q', \alpha)) \in P \),
  (ii) for \( w \in U \), if \((p, w) \rightarrow^c (q, \alpha)) \in R \), where \( p, q \in Q \) and \( \alpha \in T(E \cup N) \),
  then \((p', w) \rightarrow^c (q'', w) \) and \((p'', w) \rightarrow^c (q', \alpha)) \) are included in \( P \), where \( c = c_1 \land c_2 \).
The root of any derivation tree $T$ of $G$ is labelled with the pair $(q_0, S)$, while the root of any derivation tree $T'$ of $G'$ is labelled with the pair $(q'_0, S)$. Let $z$ be a node of $T$ with label $(w, w)$. If that is, $w \in N$, then assume that $T'$ contains a corresponding node $z'$ with label $(p', f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n))$. If $w \in N \setminus U$, then

$$(p, f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n)) \Rightarrow^c (q, f(u_1, \cdots, u_{i-1}, \alpha, u_{i+1}, \cdots, u_n)),$$

where $((p, w) \Rightarrow^c (q, \alpha)) \in R$. Consequently, the node $z'$ of $T'$ will get a son $z''$ with label

$$(q', f(u_1, \cdots, u_{i-1}, \alpha, u_{i+1}, \cdots, u_n)),$$

that is,

$$(p', f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n)) \Rightarrow^c (q', f(u_1, \cdots, u_{i-1}, \alpha, u_{i+1}, \cdots, u_n)),$$

where $((p', w) \Rightarrow^c (q', \alpha)) \in P$.

Now, if $w \in U$, then

$$(p, f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n)) \Rightarrow^{(c_1, \cdots, c_k)} (q_1, f(u_1, \cdots, u_{i-1}, \alpha_1, u_{i+1}, \cdots, u_n), \cdots, (q_k, f(u_1, \cdots, u_{i-1}, \alpha_k, u_{i+1}, \cdots, u_n)),$$

where $((p, w) \Rightarrow^{c_j} (q_j, \alpha_j)) \in R, 1 \leq j \leq k$.

Accordingly,

$$(p', f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n)) \Rightarrow^c (p'', f(u_1, \cdots, u_{i-1}, w, u_{i+1}, \cdots, u_n)) \Rightarrow^{(c_{j_1}, \cdots, c_{j_k})} (q', \alpha_j),$$

where $((p', w) \Rightarrow^{c_j} (p'', w), (p'', w) \Rightarrow^{(c_{j_1}, \cdots, c_{j_k})} (q', \alpha_j))$ and $c_j = c \land c_j, j = 1, \cdots, k$ are included in $P$. Hence, $L(G) \subseteq L(G')$.

Conversely, let $(t, c) \in L(G')$. Then, there exists a derivation tree $T'$ of $G'$ such that its root is labelled with $(q'_0, S)$ and each leaf is labelled with $(q', t)$ for some $q \in Q_f$. By (i) and (ii), for each production in $P$, there exists a corresponding production in $R$. By applying these productions in derivation, it is easy to see that from $T'$ we obtain a derivation tree $T$ of $G$ such that its root is labelled with $(q_0, S)$ and each leaf is labelled with $(q, t)$ for some $q \in Q_f$, that is, $L(G) \subseteq L(G')$. Hence $L(G) = L(G')$.

Lemma 4.6. For each $\mathcal{LSAG}$ $G$, there exists an $\mathcal{LEAG}$ $G'$ such that $L(G) = L(G')$.

Proof. Let $G = (Q, U, S, N, E, R, q_0, Q_f)$ be an $\mathcal{LSAG}$. Then, we define an $\mathcal{LEAG}$ $G'$ as follows:

$G' = (Q \cup Q', S', N' \cup N'', N', E, P, q_0, Q_f),$ 

where

$Q' = \{q' \mid q \in U\}, \ N' = \{w' \mid w \in N\},$ and $N'' = \{w'' \mid w \in N\}.$
Also, let \( \varphi' : T(E \cup N) \to T(E \cup N') \) be a morphism which replaces each variable \( w \) with the new variable \( w' \). The set of production rules, \( P \), is defined as follows:

1. for \( q \in Q \setminus U \), if \( ((q, w) \xrightarrow{c} (p, \alpha)) \in R \), where \( w \in N, p \in Q \) and \( \alpha \in T(E \cup N) \), then \( ((q, w') \xrightarrow{c} (p, \varphi''(\alpha))) \in P \);
2. for \( q \in U \), if \( ((q, w) \xrightarrow{c} (p, \alpha)) \in R \), where \( w \in N, p \in Q \) and \( \alpha \in T(E \cup N) \), then \( ((q, w') \xrightarrow{c_1} (q', w')) \in P \) and \( ((q', w') \xrightarrow{c_2} (p, \varphi''(\alpha))) \in P \), where \( c = c_1 \land c_2 \).

By a method similar to that of Lemma 4.5, we can conclude that \( L(G) = L(G') \).

Now, from Lemmas 4.5 and 4.6, we obtain the following theorem.

**Theorem 4.7.** The classes \( \mathcal{LEAGs} \) and \( \mathcal{LSAGs} \) are equivalent.

Thus, from now on we will not discuss \( \mathcal{LEAGs} \) anymore, but consider \( \mathcal{LSAGs} \) instead. In Figure 5 we show the relation between various generalizations of \( \mathcal{L} \)-valued alternating regular tree grammars.

![Figure 5. Taxonomy of \( \mathcal{L} \)-valued Alternating Regular Tree Grammars](image)

**Example 4.8.** Let \( \mathcal{L} = [0, 1] \) and \( G = (Q, S, N, U, E, R, q_0, Q_f) \) be an \( \mathcal{LEAG} \), where

- \( Q = \{ q_0, q_1, q_2, q_3, p_1, p_2, p_3 \} \),
- \( N = \{ S, A, B, A', B' \} \),
- \( U = \{ S \} \),
- \( E = \{ a, b, g(), f(.) \} \),
- \( Q_f = \{ q_3, p_3 \} \),

and \( R \) consists of the following production rules:

- \( (q_0, S) \xrightarrow{0.2} (q_1, f(A, B)), \quad (q_0, S) \xrightarrow{0.7} (p_1, f(A', B')) \),
- \( (q_1, A) \xrightarrow{0.5} (q_1, a), \quad (q_1, A) \xrightarrow{0.5} (q_2, b) \),
- \( (q_1, B) \xrightarrow{0.3} (q_1, g(B)), \quad (q_1, B) \xrightarrow{0.4} (q_3, b) \),
- \( (q_2, B) \xrightarrow{0.8} (q_3, g(B)), \quad (q_3, B) \xrightarrow{0.3} (q_3, g(B)) \),
- \( (q_3, B) \xrightarrow{0.3} (q_3, a), \quad (p_1, A') \xrightarrow{0.6} (p_1, a) \),
- \( (p_1, A') \xrightarrow{0.5} (p_2, b), \quad (p_1, B') \xrightarrow{0.2} (p_1, g(B')) \),
- \( (p_1, B') \xrightarrow{0.5} (p_3, b) \quad (p_2, B') \xrightarrow{0.3} (p_3, g(B')) \),
- \( (p_3, B') \xrightarrow{0.4} (p_3, g(B')) \),
- \( (p_3, B') \xrightarrow{0.1} (p_3, a) \).

Then, the derivation trees in \( G \) must be of the forms given in Figures 6, 7, 8, and 9, where \( n, k \geq 0 \) and \( m, h \geq 1 \).
It is obvious that, $L(G) = \{(f(a, g^n(b)), 0.2), (f(b, g^m(a)), 0.2) | n \geq 0, m \geq 1\}$ is the language generated by $G$.

Now, we define the $\mathcal{LSAG} \ G' = (Q' \cup Q'', S, N, E, P, q_0', Q_f')$, where

$$Q' = \{q_0', q_1', q_2', q_3', p_1', p_2', p_3'\}, \quad Q'' = \{q_0'', q_1'', q_2'', q_3'', p_1'', p_2'', p_3''\}, \quad Q_f' = \{q_3', p_3'\},$$

and $P$ is as follows:

- $(q_0', S) \rightarrow^1 (q_0'', S), \quad (q_0'', S) \rightarrow^{0.2} (q_1', f(A, B))$
- $(q_1', A) \rightarrow^{0.5} (q_1', a), \quad (q_1', A) \rightarrow^{0.5} (q_3'', b)$
- $(q_1', B) \rightarrow^{0.3} (q_1', g(B)), \quad (q_1', B) \rightarrow^{0.4} (q_3', b)$
Clearly, the language generated by $G'$ is $L(G') = \{(f(a, g^n(b)), 0.2), (f(b, g^m(a)), 0.2) | n \geq 0, m \geq 1\}$. Thus $L(G') = L(G)$.
Conversely, let $G = (Q, U, S, N, E, R, q_0, Q_f)$ be an $\mathcal{LSAG}$, where

$$Q = \{q_0, q_1, q_2, p_1, p_2\}, \quad U = \{q_0\}, \quad N = \{S, A, B\}, \quad E = \{f(), a\},$$

$$Q_f = \{q_2, p_2\},$$

and $R$ consists of the following productions:

$$(q_0, S) \to^{0.3} (q_1, f(A)),$$

$$(q_0, S) \to^{0.8} (p_1, f(B)),$$

$$(q_1, A) \to^{0.2} (q_1, f(A)),$$

$$(p_1, B) \to^{0.4} (p_1, f(B)),$$

$$(q_1, A) \to^{0.2} (q_2, a),$$

$$(p_1, B) \to^{0.8} (p_2, a).$$

It can be seen that $L(G) = \{f^n(a) | n \in N\}$. Now, we define the $\mathcal{LEAG}$ $G' = (Q \cup Q', S'', N' \cup N'', N', E, P, q_0, Q_f)$, where

$$Q' = \{q'_0\}, \quad N' = \{S', A', B'\}, \quad N'' = \{S'', A'', B''\},$$

and the production rules are:

$$(q_0, S'') \to^1 (q'_0, S'),$$

$$(q'_0, S') \to^{0.3} (q_1, f(A'')),$$

$$(q'_0, S') \to^{0.8} (p_1, f(B'')),$$

$$(q_1, A'') \to^{0.2} (q_1, f(A'')),$$

$$(p_1, B'') \to^{0.4} (p_1, f(B'')),$$

$$(q_1, A'') \to^{0.2} (q_2, a),$$

$$(p_1, B'') \to^{0.8} (p_2, a).$$

It is straightforward to see that $L(G') = \{f^n(a) | n \in N\}$. Thus $L(G) = L(G')$.

5. Basic Properties of $\mathcal{LAG}s$ and $\mathcal{LSAG}s$

The main goal of this section is to find a new tree automaton that accepts the language generated by $\mathcal{LSAG}$. Therefore, we will study some basic properties of the class of languages generated by $\mathcal{LAG}s$ and $\mathcal{LSAG}s$. In particular, we will see that the $\mathcal{LSAG}s$ are more powerful than the $\mathcal{LAG}s$ and we will establish a main result: there exists a variant of $\mathcal{Z}$-valued alternating tree automaton that is equivalent to $\mathcal{LSAG}$. Since each $\mathcal{LAG}$ can be interpreted as an $\mathcal{LEAG}$ with only a single state, the following theorem can be obtained from Lemma 4.5 and show that any $\mathcal{LAG}$ can be simulated by an $\mathcal{LSAG}$.

**Theorem 5.1.** For each $\mathcal{LAG} G$, there exists an $\mathcal{LSAG} G'$ such that $L(G) = L(G')$.

The above theorem shows that the class of $\mathcal{LSAG}s$ is at least as powerful as the class of $\mathcal{LAG}s$. 
Example 5.2. Let $\mathcal{L} = [0, 1]$ and $G = (S, N, U, E, R)$ be an $\textit{LAG}$, where

$$N = \{S, A, B, A', B'\}, \quad U = \{A\}, \quad E = \{f(\cdot), g(\cdot), a, b\},$$

and $R$ consists of the following productions:

$$S \rightarrow^{0.5} f(A, B), \quad A' \rightarrow^{0.3} g(A'), \quad B' \rightarrow^{0.7} g(B'), \quad B \rightarrow^{0.5} b,$$

$$A' \rightarrow^{0.2} a, \quad B' \rightarrow^{0.5} a, \quad A \rightarrow^{0.8} A', \quad A \rightarrow^{0.3} B'.$$

It is straightforward to verify that $L(G) = \{(f(g^n(a), b), 0.3)| n \geq 0\}$.

Now, we define the $\textit{LSAG}$ $G' = (\{q_0, q_0''\}, \{q_0, q_0''\}, S, N, E, P, q_0, \{q_0\})$, where $P$ contains the following productions:

$$(q_0, S) \rightarrow^{0.5} (q_0, f(A, B)), \quad (q_0', B') \rightarrow^{0.7} (q_0', g(B')), \quad (q_0', A') \rightarrow^{0.3} (q_0', g(A')),$$

$$(q_0', A') \rightarrow^{0.2} (q_0', a), \quad (q_0', B') \rightarrow^{0.5} (q_0', a), \quad (q_0', B) \rightarrow^{0.5} (q_0', b),$$

$$(q_0', A) \rightarrow^{1} (q_0'', A), \quad (q_0'', A) \rightarrow^{0.8} (q_0', A'), \quad (q_0'', A) \rightarrow^{0.3} (q_0', B').$$

Clearly, $L(G') = \{(f(g^n(a), b), 0.3)| n \geq 0\}$. Consequently, $L(G) = L(G')$.

**Problem.** Does the converse of Theorem 5.1 hold? That is, can each $\textit{LSAG}$ be simulated by an $\textit{LAG}$?

As it has been shown, the language given in Example 3.17 cannot be generated by any $\textit{LAG}$. In the following example, we show that it can be generated by an $\textit{LSAG}$. Therefore, the converse of Theorem 5.1 does not hold, in general. Therefore, the class of $\textit{LSAG}$s is more powerful than the class of $\textit{LAG}$s.

Example 5.3. Consider the language given in Example 3.17. Now, we construct an $\textit{LSAG}$ $G = (Q, U, S, N, E, R, q_0, Q_f)$ as follows:

$Q = \{q_0, q_1, q_2, q_3, q_4\}, \quad U = \{q_1\}, \quad N = \{S, A, B, A', B'\}, \quad E = \{f(\cdot), g(\cdot), a, b\}, \quad Q_f = \{q_4\}$, and the productions are as:

$$(q_0, S) \rightarrow^{0.5} (q_1, f(A, B)), \quad (q_1, A) \rightarrow^{0.4} (q_2, A'), \quad (q_1, A) \rightarrow^{0.5} (q_2, B'),$$

$$(q_2, A') \rightarrow^{0.3} (q_3, g(A')), \quad (q_3, B) \rightarrow^{0.7} (q_2, g(B)), \quad (q_2, B') \rightarrow^{0.2} (q_3, g(B')),$$

$$(q_2, A') \rightarrow^{0.5} (q_4, a), \quad (q_2, B') \rightarrow^{0.6} (q_4, a), \quad (q_4, B) \rightarrow^{0.3} (q_4, a).$$

It is obvious that $L(G) = \{(f(g^n(a), g^n(a)), 0.3)| n \geq 0\}$.

In the next theorem, it is shown that for linear grammars the converse of Theorem 5.1 holds.

**Theorem 5.4.** For each linear $\mathcal{L}$-valued state alternating regular tree grammar 

$$(\textit{lin} - \textit{LSAG}) G,$$

there exists a linear $\mathcal{L}$-valued alternating regular tree grammar 

$$(\textit{lin} - \textit{LAG}) G',$$

such that $G$ and $G'$ generate the same language.

**Proof.** Let $G = (Q, U, S, N, E, R, q_0, Q_f)$ be a $\textit{lin} - \textit{LSAG}$. Then, we define a $\textit{lin} - \textit{LAG}$ $G' = (S', N', U', E, R')$ as follows:

- $N' = \{q, A | q \in Q, A \in N\} \cup \{B\}$,
- $U' = \{q, A | q \in U, A \in N\}$,
- $S' = \{q_0, S\}$, and
- $R'$ is obtained as follows:
Let \((p, A) \rightarrow^c (q, f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n)) \in R\), where \(A, w \in N\) and \(u_i \in T(E)\), then \([(p, A) \rightarrow^c f(u_1, \ldots, u_{i-1}, [q, w], u_{i+1}, \ldots, u_n)]\) \(\in R'\).

(2) if \([(p, A) \rightarrow^c (q, u)] \in R\), where \(A \in N\), \(u \in T(E)\), and \(q \in Q_f\), then \([(p, A) \rightarrow^c u] \in R'\).

(3) if \([(p, A) \rightarrow^c (q, u)] \in R\), where \(A \in N\), \(u \in T(E)\), and \(q \in Q \setminus Q_f\), then \([(p, A) \rightarrow^c B] \in R'\).

Let \((t, c) \in L(G)\). Then, there exists a derivation tree \(T\) of \(G\) with the root labelled by \((q_0, S)\) and each leaf labelled by \((q, t)\) for some final state \(q\). By replacing each node \(z\) with label \((q, f(u_1, \ldots, u_{i-1}, w, u_{i+1}, \ldots, u_n))\), where \(q \in Q\), \(u_i \in T(E)\) and \(w \in N\), by a node \(z'\) with label \(f(u_1, \ldots, u_{i-1}, [q, w], u_{i+1}, \ldots, u_n)\), and each node \(z\) with label \((q, u)\), where \(q \in Q_f\) and \(u \in T(E)\), by a node \(z'\) with label \(u\), we obtain a derivation tree \(T'\) from \(T\). Therefore \((t, c) \in L(G')\), that is, \(L(G) \subseteq L(G')\).

Also, it is easy to see that all trees generated by \(G'\) can also be generated by \(G\), that is, \(L(G') \subseteq L(G)\). Therefore, \(L(G) = L(G')\).

Theorems 5.1 and 5.4 yield the following consequence.

**Corollary 5.5.**

(i) \(L(LA_G) \subseteq L(LSAG)\),

(ii) \(L(lin - LA_G) = L(lin - LSAG)\).

**Example 5.6.** Let \(\mathcal{L} = [0, 1]\) and \(G = (Q, U, S, N, E, R, q_0, Q_f)\) be a lin – LSAG, where,

\[Q = \{q_0, q_1, q_2, p_1, p_2\}, \quad U = \{q_0\}, \quad N = \{S, A, B\}, \quad E = \{f(), a\}, \quad Q_f = \{p_2, q_2\},\]

and \(R\) is as follows:

\[
(q_0, S) \rightarrow^{0.6} (q_1, f(A)),
(q_0, S) \rightarrow^{0.3} (p_1, f(B)),
(q_1, A) \rightarrow^{0.4} (q_1, f(A)),
(q_1, A) \rightarrow^{0.1} (q_2, a),
(p_1, B) \rightarrow^{0.9} (p_2, a).
\]

It is obvious that \(L(G) = \{(f(a), 0.3)\}\).

Now, we construct the \(lin - LA_G\) \(G' = (S', N', U', E, R')\) with

\[S' = [q_0, S], \quad N' = \{[q_0, S], \ldots, [p_2, B], B\}, \quad U' = \{[q_0, S], [q_0, A], [q_0, B]\},\]

and \(R'\) as follows:

\[
[q_0, S] \rightarrow^{0.6} f([q_1, A]),
[q_0, S] \rightarrow^{0.3} f([p_1, B]),
[q_1, A] \rightarrow^{0.4} f([q_1, A]),
[q_1, A] \rightarrow^{0.1} a,
[p_1, B] \rightarrow^{0.9} a.
\]

It can be seen that \(L(G') = \{(f(a), 0.3)\}\). Thus \(L(G) = L(G')\).
One of the problems stems from the relation $L(LAA) \subseteq L(LSAG)$, is the following problem:

**Problem.** Is there a tree automaton $A$, which accepts the languages generated by $LSAG$?

The answer is positive. Therefore, next we introduce a new variant of $LSA$-valued alternating tree automaton, the so-called $LSA$-valued alternating stack tree automaton, or $LASA$ for short.

**Definition 5.7.** An $L$-valued alternating stack tree automaton $A$ is a tuple $A = (Q, F, M, U, q_0, m_0, M_f, \lambda, \delta)$ where, where $Q$ is a finite non-empty set of states, $F$ is a ranked alphabet, $M$ is a stack alphabet, $U \subseteq M$ is a set of universal stack symbols (symbols in $Q \setminus U$ are called existential stack symbols), $q_0 \in Q$ is the initial state, $m_0 \in M$ is the initial stack symbol, $m_f \subseteq Q$ is a final stack alphabet, $\lambda$ is a set of $L$-valued rules of the form $(m, q) \rightarrow^e (m', q')$ and $\delta$ is a set of $L$-valued rules of the form:

$$(m, q(f(x_1, \cdots, x_n))) \rightarrow^e (m', f(q_1(x_1), \cdots, q_n(x_n))),$$

where $n \geq 0$, $m, m' \in M$, $f \in F_n$, $q, q', q_1, \cdots, q_n \in Q$.

**Definition 5.8.** Let $A = (Q, F, M, U, q_0, m_0, M_f, \lambda, \delta)$ be an $L$-valued alternating stack tree automaton. The relation $\rightarrow_A$ is defined as:

assume $t, t' \in T(F \cup Q)$,

$$(m, t) \rightarrow_A (m', t') \Leftrightarrow \begin{cases} \exists c \in C(F \cup Q), \exists u_1, \cdots, u_n \in T(F), \\
\exists (m, q(f(x_1, \cdots, x_n))) \rightarrow (m', f(q_1(x_1), \cdots, q_n(x_n))) \in \delta, \\
 t = c[q(f(u_1), \cdots, u_n))], \\
 t' = c[f(q_1(u_1), \cdots, q_n(u_n))].
\end{cases}$$

$\rightarrow_A$ is the reflexive and transitive closure of $\rightarrow_A$.

An instantaneous description (ID) of $LASA$ on a tree $t \in T(F)$, computation tree and accepting computation tree of $LASA$ can be defined as Definitions 3.2, 3.3 and 3.5 with a slight difference. The language $L(A)$ accepted by the $LASA$ is defined as:

$L(A) = \{(t, \mu_A(t)) | (\exists m \in M_f)(m_0, q_0(t)) \rightarrow^* (m, t)\}$,

where, $\mu_A(t)$ (the membership value of $t$) is defined as Definition 3.5.

**Lemma 5.9.** For each $LASA A$, there exists an $LSAG G$ such that $L(A) = L(G)$.

**Proof.** Let $A = (Q, F, M, U, q_0, m_0, M_f, \lambda, \delta)$ be an $LASA$. We define $G = (Q', U', S_{q_0}, N, E, R, q_{m_0}, Q'_f)$ as follows:

- $Q' = \{ q_m | m \in M \}$,
- $U' = \{ q_m | m \in U \}$,
- $S_{q_0}$ is a new symbol,
- $N = \{ A_q | q \in Q \}$,
- $E = F$,
- $Q'_f = \{ q_m | m \in M_f \}$, and
Theorem 5.11. The class of \(Q\) LASA languages is precisely the class of LASA languages.

Thus, utilizing Theorem 5.11 we solve the problem of deciding for a given \(Q\) SASG and an LASSA. We give an example for Lemma 5.10.

Example 5.12. Consider the \(Q\) SASG given in Example 5.3. Now we construct an LASSA \(A = (Q', F, M, U', q_0, \alpha_0, M_f, \lambda, \delta)\) as follows:

- \(Q' = \{q_A | A \in N\}\),
- \(F = \{f\}, \quad M = \{\alpha_q | q \in Q\}, \quad U' = \{\alpha_q | q \in U\}, \quad M_f = \{\alpha_q | q \in Q_f\}, \quad \delta, \lambda\) consists of the following rules:
- \((q, A) \rightarrow^c (q', f(A_1, \cdots, A_n)) \in R \) if and only if \((\alpha, q(f(x_1, \cdots, x_n))) \rightarrow^c (\beta, f(q_1(x_1), \cdots, q_n(x_n))) \in \delta, \quad (q_0, A_q) \rightarrow^c (q_\beta, A_q) \in R \) if and only if \((\alpha, q) \rightarrow^c (\beta, q') \in \lambda \) and \((q_{m_0}, S_{q_0}) \rightarrow^1 (q_{m_0}, A_{q_0}) \in R \).

The proof can be completed by induction on the length of derivation, similar to the proof of Lemma 3.12. □

Lemma 5.10. For each \(Q\) SASG, there exists an LASSA \(A\) such that \(L(A) = L(G)\).

Proof. Let \(G = (Q, U, S, N, A, E, R, q_0, Q_f)\) be an \(Q\) SASG. We construct an LASSA \(A = (Q', F, M, U', q_0, \alpha_0, M_f, \lambda, \delta)\) as follows:

- \(Q' = \{q_A | A \in N\}\),
- \(F = \{f\}, \quad M = \{\alpha_q | q \in Q\}, \quad U' = \{\alpha_q | q \in U\}, \quad M_f = \{\alpha_q | q \in Q_f\}, \quad \delta, \lambda\) consists of the following rules:
- \((q, A) \rightarrow^c (q', f(A_1, \cdots, A_n)) \in R \) if and only if \((\alpha, q(f(x_1, \cdots, x_n))) \rightarrow^c (\alpha_{q'}, f(q_1(x_1), \cdots, q_n(x_n))) \in \delta, \quad (q, A) \rightarrow^c (q', a) \in R \) if and only if \((\alpha, qA(a)) \rightarrow^c (\alpha_{q'}, a) \in \delta, \quad (q, A) \rightarrow^c (q', A') \in R \) if and only if \((\alpha, qA) \rightarrow^c (\alpha_{q'}, qA') \in \lambda \).

The proof can be completed by induction on the length of derivation. □

Combining Lemmas 5.9 and 5.10, we have the following theorem:

Theorem 5.11. The class of \(Q\) SASG languages is precisely the class of LASSA languages.

Thus, utilizing Theorem 5.11 we solve the problem of deciding for a given \(Q\) SASG and an LASSA. We give an example for Lemma 5.10.
\[ (\alpha_{q_4}, q_{B}a) \rightarrow 0.3 (\alpha_{q_1}, a). \]

It is obvious that \( L(A) = \{(f(g^n(a), g^n(a)), 0.3) | n \geq 0 \} \).

### 6. Conclusions

In this paper, we studied different types of \( LAGs \), and investigated the equivalence between them. We defined the concepts of \( LAG \) (Definition 3.6) and \( LANG \) (Definition 3.10) and showed the equivalence between them (Theorem 3.11). Furthermore, we proved that the languages accepted by \( LAA \)s are the same as the languages generated by \( LAGs \) (Theorem 3.14). Thereafter, we provided a tree language which was not acceptable by an \( LAA \) (Example 3.17). Therefore, we defined the concepts of \( LEAG \) (Definition 4.1) and \( LSAG \) (Definition 4.3) and proved the equivalence between them (Theorem 4.7). Furthermore, we proved that \( L(LAG) \subseteq L(LSAG) \) (Theorem 5.1), and by an example (Example 5.3), we showed that \( L(LSAG) \nsubseteq L(LAG) \), in general. However, we proved that for linear grammars, it follows that \( L(lin - LAG) = L(lin - LSAG) \) (Theorem 5.4). Also, we introduced an \( L \)-valued alternating stack tree automaton (Definition 5.7) and showed that a language is acceptable by this automaton if and only if it can be generated by an \( LSAG \) (Theorem 5.11). However, for future research, the notion of \( L \)-valued alternating pushdown tree automata will be studied and some relationships with \( L \)-valued alternating context free tree grammars will be tried.
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