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Abstract. In this paper, a fuzzy numerical procedure for solving fuzzy linear Volterra integro-differential equations of the second kind under strong generalized differentiability is designed. Unlike the existing numerical methods, we do not replace the original fuzzy equation by a $2 \times 2$ system of crisp equations, that is the main difference between our method and other numerical methods. Error analysis and numerical examples are given to show the convergency and efficiency of the proposed method, respectively.

1. Introduction

The fuzzy differential and integral equations are important part of the fuzzy analysis theory and also they have many applications in control theory.

The concept of integration of fuzzy functions was first introduced by Dubois and Prade [9, 10]. In 1983, Puri and Ralescu [19] introduced the notion of H-differentiability to extend the differential of set-valued functions to that of fuzzy functions. Afterwards, Seikkala [23] introduced the notion of fuzzy derivative, which is a generalization of the Hukuhara derivative, and the fuzzy integral, which is the same as that proposed by Dubois and Prade [9, 10]. Also, Bede et al. [5, 6] have introduced a more general definition of the derivative for fuzzy mappings, namely “strong generalized differentiability”, to solve shortcomings of H-differentiability or its generalization.

Also, it is well-known that an important class of fuzzy integral equations is fuzzy Volterra integral equations. Existence and uniqueness of solutions of such equations has been studied by several authors [4, 17, 18, 24]. In 2010, Hajighasemi et al. [15] studied the existence and uniqueness of the solution of fuzzy Volterra differential equations of the second kind under strong generalized differentiability. In 2012, Alikhani et al. [1] introduced new solutions for fuzzy differential equations as mixed solutions, and proved the existence and uniqueness of global solutions for fuzzy initial value problems involving integro-differential operators of Volterra type. In 2013, Salahshour and Allahviranloo [22] solved the fuzzy Volterra integral equations with separable kernel by using fuzzy differential transform method. In 2015, Alikhani and Bahrami [2] by introducing a new concept of upper and lower solutions, presented the existence and uniqueness of global solutions of an initial
value problem for first-order nonlinear fuzzy integro-differential equations under generalized differentiability.

In this paper, we present a fuzzy numerical method for solving fuzzy linear Volterra integro-differential equations of the second kind under strong generalized differentiability. Since there are many real-world problems in engineering and mechanics that can be put in the form of these equations, it is important to develop numerical methods for solving such integral equations. The proposed method can be used directly for a fuzzy equation. This means that we do not need to replace the original fuzzy equation by a $2 \times 2$ system of crisp equations, that is why we call it a “fuzzy numerical method”. This is a fundamental difference between our numerical method and other numerical methods.

In this paper, we consider the fuzzy linear Volterra integro-differential equation

$$f'(t) = y(t) + \lambda \int_a^t k(t,s) \cdot f(s) \, ds, \quad \lambda > 0, \quad a \leq t \leq b,$$

with the fuzzy initial condition $f(a) = f_0$, where $y : [a,b] \rightarrow E$ is a fuzzy function ($E$ is the set of all fuzzy numbers), $k(t,s)$ is an arbitrary real-valued kernel function over $\Delta = \{(t,s) \mid a \leq t \leq b, \ a \leq s \leq t\}$ and $f_0$ is a fuzzy number. By integrating of both sides of the equation (1) and then by approximating the appeared definite integrals, by means of the fuzzy trapezoidal rule [7], we present a numerical method for solving equation (1).

This paper is organized as following: In section 2, the basic concepts are given which are used throughout the paper. In section 3, the proposed numerical method is described. In Section 4, we present an error analysis of the proposed method. In Section 5 two numerical examples are given to show the efficiency of the method. Finally, conclusion and future research is drawn in section 6.

2. Preliminaries

There are various definitions for the concept of fuzzy numbers [11, 12, 16]. In this paper, we define a fuzzy number as follows:

**Definition 2.1.** [16] A fuzzy number $u$ in parametric form is represented by an ordered pair of functions $(\underline{u}(r), \overline{u}(r))$, $0 \leq r \leq 1$, satisfying the following requirements:

1. $\underline{u}(r)$ is a bounded left-continuous non-decreasing function over $[0, 1]$.
2. $\overline{u}(r)$ is a bounded left-continuous non-increasing function over $[0, 1]$.
3. $\underline{u}(r) \leq \overline{u}(r)$, $0 \leq r \leq 1$.

In this paper, we denote the set of all fuzzy numbers by $E$. A crisp number $\alpha$ is simply represented by $\alpha = \underline{\alpha} = \overline{\alpha} = \alpha$, $0 \leq r \leq 1$. We recall that for $a \leq b \leq c$, $a, b, c \in \mathbb{R}$, the triangular fuzzy number $u = (a, b, c)$ determined by $a, b, c$ is denoted as $u = (\underline{u}(r), \overline{u}(r))$ such that $\underline{u}(r) = a + (b-a)r$ and $\overline{u}(r) = c - (c-b)r$. For arbitrary fuzzy numbers $u = (\underline{u}(r), \overline{u}(r))$, $v = (\underline{v}(r), \overline{v}(r))$ and crisp number $k$ we define fuzzy addition and scalar multiplication as

1. $(u + v)(r) = (\underline{u}(r) + \underline{v}(r))$,
2. $(ku)(r) = (k \underline{u}(r) + k \overline{v}(r))$. 
(3) \((k \cdot u)(r) = k \cdot u(r), \quad (k \cdot u)(r) = k \cdot \overline{u}(r), \quad k \geq 0,\)

(4) \((k \cdot u)(r) = k \cdot \overline{u}(r), \quad (k \cdot u)(r) = k \cdot u(r), \quad k < 0.\)

**Theorem 2.2.** [3]

a: If we define \(0 = (0(r), \overline{0}(r)) = (0, 0),\) then \(0 \in E\) is a neutral element with respect to addition, i.e., \(u + 0 = 0 + u = u,\) for all \(u \in E.\)

b: With respect to 0, none of \(u \in E \setminus \mathbb{R}\), has inverse in \(E\) (with respect to +).

c: For any \(a, b \in \mathbb{R}\) with \(a, b \geq 0\) or \(a, b \leq 0\) and any \(u \in E,\) we have
\[
(a + b) \cdot u = (a \cdot u) + (b \cdot u).
\]

For general \(a, b \in \mathbb{R},\) the above property does not hold.

d: For any \(\lambda \in \mathbb{R}\) and any \(u, v \in E,\) we have \(\lambda \cdot (u + v) = (\lambda \cdot u) + (\lambda \cdot v).\)

e: For any \(\lambda, \mu \in \mathbb{R}\) and any \(u \in E,\) we have \(\lambda \cdot (\mu \cdot u) = (\lambda \cdot \mu) \cdot u.\)

**Definition 2.3.** [14] For arbitrary fuzzy numbers \(u = (\underline{u}, \overline{u})\) and \(v = (\underline{v}, \overline{v})\) the quantity
\[
D(u, v) = \sup_{0 \leq r \leq 1} \max\{\{\underline{u}(r) - \underline{v}(r), \overline{u}(r) - \overline{v}(r)\}\},
\]

is the distance between \(u\) and \(v.\)

It is shown [12, 20, 25] that \((E, D)\) is a complete metric space. Also, the following properties are well-known (see e.g. [12, 25])

1. \(D(u + v, w) = D(u, v), \quad \forall u, v, w \in E,\)
2. \(D(\lambda \cdot u, v) = |\lambda| \cdot D(u, v), \quad \forall \lambda \in \mathbb{R}, \quad u, v \in E,\)
3. \(D(u + v, w + e) \leq D(u, w) + D(v, e), \quad \forall u, v, w, e \in E.\)

**Definition 2.4.** A function \(f : \mathbb{R} \rightarrow E\) is called a fuzzy function. Also, if for arbitrary fixed \(x_0 \in \mathbb{R}\) and \(\varepsilon > 0,\) there exists \(\xi > 0\) such that
\[
| x - x_0 | < \xi \implies D(\{f(x), f(x_0)\}) < \varepsilon,
\]

then \(f\) is said to be continuous.

**Definition 2.5.** [14] Let the fuzzy function \(f(x)\) is continuous on \([a, b]\) with the parametric form \((\underline{f}(x; r), \overline{f}(x; r)).\) Then, we define the definite integral of \(f(x)\) over \([a, b]\) as
\[
\int_a^b f(x) \, dx = \left[ \int_a^b \underline{f}(x; r) \, dx, \int_a^b \overline{f}(x; r) \, dx \right].
\]

In the following remark, we present a numerical approximation for a fuzzy definite integral.

**Remark 2.6.** We know that in the classic Newton-Cotes formulas, only for \(n \leq 7\) and \(n = 9,\) all of weight functions are positive [21]. In our opinion, we can apply the classic Newton-Cotes formulas with the positive weights for approximate computing the fuzzy definite integrals as follows. Let \(S_n\) be a simple (no composite) quadrature rule such that all of weight functions are positive, i.e., \(n \leq 7\) or \(n = 9.\) We have
\[
\int_a^b f(x) \, dx \approx S_n \left( \int_a^b f(x) \, dx \right) = \sum_{i=0}^n w_i \cdot f(x_i),
\]
where \( \{a = x_0, x_1, \ldots, x_n = b\} \) is an uniform partition on the closed interval \([a, b]\) given by

\[
x_i = a + ih, \quad i = 0, 1, \ldots, n,
\]

with the step length \( h = (b - a)/n \) and \( w_i, i = 0, 1, \ldots, n \) are the weight functions. Since all of weights are positive, then we can write

\[
\sum_{i=0}^{n} w_i \cdot f(x_i) = \left( \sum_{i=0}^{n} w_i \cdot f(x_i; r), \sum_{i=0}^{n} w_i \cdot f(x_i; r) \right).
\]

Hence

\[
\int_{a}^{b} f(x) \, dx \approx \left( \sum_{i=0}^{n} w_i \cdot f(x_i; r), \sum_{i=0}^{n} w_i \cdot f(x_i; r) \right).
\]

**Definition 2.7.** Consider \( u, v \in E \). If there exists \( w \in E \) such that \( u = v + w \), then \( w \) is called the H-difference of \( u \) and \( v \) and it is denoted by \( u \odot v = w \). Also, it should be noted that \( u \odot v \neq u + (-1) \odot v \).

**Remark 2.8.** [13] Let \( u, v \) and \( w \) be in \( E \). By H-difference the following statements are true:

1. If \( u + v = w \), then \( w \odot u = v \) and \( w \odot v = u \).
2. \( u \odot (v \odot w) = (u \odot v) + w \).
3. \( \odot(u \odot u) = u \).
4. \( u \odot v = u + (\odot v) \).
5. \( u \odot u = 0 \), where \( 0 = (\Phi(r), \Phi(r)) = (0, 0) \).
6. \( \odot(u + v) = (\odot u) + (\odot v) \).

Now, let us recall the definition of strong generalized differentiability introduced in [5, 6].

**Definition 2.9.** Let \( f : (a, b) \to E \) and \( x_0 \in (a, b) \). We say that \( f \) is strongly generalized differentiable at \( x_0 \) (Bede-Gal differentiability), if there exists an element \( f'(x_0) \in E \), such that

1. **(i):** for all \( h > 0 \) sufficiently small, \( \exists f(x_0 + h) \odot f(x_0) \), \( \exists f(x_0) \odot f(x_0 - h) \) and the following limits hold (in the metric \( D \)):

\[
\lim_{h \searrow 0} \frac{f(x_0 + h) \odot f(x_0)}{h} = \lim_{h \searrow 0} \frac{f(x_0) \odot f(x_0 - h)}{h} = f'(x_0),
\]

or

2. **(ii):** for all \( h > 0 \) sufficiently small, \( \exists f(x_0) \odot f(x_0 + h) \), \( \exists f(x_0 - h) \odot f(x_0) \) and the following limits hold (in the metric \( D \)):

\[
\lim_{h \searrow 0} \frac{f(x_0) \odot f(x_0 + h)}{(-h)} = \lim_{h \searrow 0} \frac{f(x_0 - h) \odot f(x_0)}{(-h)} = f'(x_0),
\]

or

3. **(iii):** for all \( h > 0 \) sufficiently small, \( \exists f(x_0 + h) \odot f(x_0) \), \( \exists f(x_0 - h) \odot f(x_0) \) and the following limits hold (in the metric \( D \)):

\[
\lim_{h \searrow 0} \frac{f(x_0 + h) \odot f(x_0)}{h} = \lim_{h \searrow 0} \frac{f(x_0 - h) \odot f(x_0)}{(-h)} = f'(x_0),
\]
or

(iv): for all \( h > 0 \) sufficiently small, \( \exists f(x_0) \odot f(x_0 + h), \exists f(x_0) \odot f(x_0 - h) \) and the following limits hold (in the metric \( D \)):

\[
\lim_{h \downarrow 0} \frac{f(x_0) \odot f(x_0 + h)}{(-h)} = \lim_{h \downarrow 0} \frac{f(x_0) \odot f(x_0 - h)}{h} = f'(x_0),
\]

(the denominators of \( h \) and \( -h \) denote multiplication by \( \frac{1}{h} \) and \( \frac{1}{-h} \), respectively).

**Theorem 2.10.** [6] Let \( f : (a, b) \rightarrow E \) be strongly differentiable on each point \( x \in (a, b) \) in the sense of Definition 2.9(iii) or 2.9(iv). Then \( f'(x) \in \mathbb{R} \) for all \( x \in (a, b) \).

According to the Theorem 2.10, we restrict our attention to functions that are (i)- or (ii)-differentiable on their domain except for a finite number of points. Also, we have:

**Theorem 2.11.** [8] Let \( f : \mathbb{R} \rightarrow E \) be a fuzzy function and denoted as \( f(x) = (\overline{f}(x; r), \overline{f}(x; r)) \), for each \( r \in [0, 1] \). Then

1. If \( f \) is differentiable in the first form (i), then \( \overline{f}(x; r) \overline{f}(x; r) \) are differentiable functions and \( f'(x) = (\overline{f}'(x; r), \overline{f}'(x; r)) \).
2. If \( f \) is differentiable in the second form (ii), then \( \overline{f}(x; r) \overline{f}(x; r) \) are differentiable functions and \( f'(x) = (\overline{f}'(x; r), \overline{f}'(x; r)) \).

Two following theorems are outcomes from Theorem 18 of [6]:

**Theorem 2.12.** Let \( f : [a, b] \rightarrow E \) be differentiable in the first form (i) on \([a, b]\) and its derivative \( f'(x) \) be integrable over \([a, b]\). Then

\[
\int_a^t f'(x) \, dx = f(t) \odot f(a), \quad \forall t \in [a, b].
\]  

(8)

**Theorem 2.13.** Let \( f : [a, b] \rightarrow E \) be differentiable in the second form (ii) on \([a, b]\) and its derivative \( f'(x) \) is integrable over \([a, b]\). Then

\[
\int_a^t f'(x) \, dx = (-1) \cdot (f(a) \odot f(t)), \quad \forall t \in [a, b].
\]  

(9)

In this paper, using the above notations and definitions, we present a fuzzy numerical method to solve the fuzzy linear Volterra integro-differential equations. The main advantage of our method is that it can be applied directly for a fuzzy equation and we do not need to replace the original fuzzy equation by a \( 2 \times 2 \) system of crisp equations.

### 3. The Proposed Method

Consider the fuzzy linear Volterra integro-differential equation (1). Let \( a = t_0 < t_1 < \cdots < t_n = b \), be a uniform partition on \([a, b]\) with the step size \( h = (b - a)/n \), such that

\[
|k(t_i, t_i)| \neq 4 \frac{a}{h^2}, \quad i = 0, 1, \ldots, n.
\]  

(10)
Also, we suppose that the solution of equation (1) is (i)- or (ii)-differentiable in the sense of definition 2.9 on each of the subintervals \([t_{i-1}, t_i]\), \(i = 1, 2, \ldots, n\) with the same kind of differentiability on each subinterval. Supposing that the equation (1) has a fuzzy solution, then we have two cases as follow

### 3.1. Case 1:

Firstly, we suppose that \(f\) is (i)-differentiable on \([t_{i-1}, t_i]\), \(1 \leq i \leq n\). By integrating both sides of equation (1) from \(t_{i-1}\) to \(t_i\), we have

\[
\int_{t_{i-1}}^{t_i} f'(t) \, dt = \int_{t_{i-1}}^{t_i} g(t) \, dt + \lambda \int_{t_{i-1}}^{t_i} \int_a^t k(t, s) \cdot f(s) \, ds \, dt.
\]

By Theorem 2.12, we can write

\[
f(t_i) \oplus f(t_{i-1}) = \int_{t_{i-1}}^{t_i} g(t) \, dt + \lambda \int_{t_{i-1}}^{t_i} \int_a^t k(t, s) \cdot f(s) \, ds \, dt,
\]

or

\[
f(t_i) = f(t_{i-1}) + \int_{t_{i-1}}^{t_i} g(t) \, dt + \lambda \int_{t_{i-1}}^{t_i} \int_a^t k(t, s) \cdot f(s) \, ds \, dt.
\]

Approximating the definite integrals in equation (3) by fuzzy trapezoidal rule [7] and replacing the approximation sign (≈) by the equality sign (=), we obtain

\[
f(t_i) = f(t_{i-1}) + \frac{h}{2} [g(t_{i-1}) + g(t_i)] + \frac{\lambda h}{2} \left[ \int_{t_{i-1}}^{t_i} k(t_{i-1}, s) \cdot f(s) \, ds + \int_{t_{i-1}}^{t_i} k(t_i, s) \cdot f(s) \, ds \right].
\]

Again, we apply the fuzzy trapezoidal rule for the definite integrals in equation (14). By abbreviations \(f_i := f(t_i)\), \(y_i := g(t_i)\) and \(k_{ij} := k(t_i, t_j)\), we have

\[
f_i = f_{i-1} + \frac{h}{2} [y_{i-1} + y_i] + \frac{\lambda h}{2} \left[ \frac{h}{2} k_{i-1,0} f_0 + h \sum_{j=1}^{i-2} k_{i-1,j} f_j + \frac{h}{2} k_{i-1,i-1} f_{i-1} \right]
\]

\[
+ \frac{\lambda h}{2} \left[ \frac{h}{2} k_{00} f_0 + h \sum_{j=1}^{i-1} k_{ij} f_j + \frac{h}{2} k_{ii} f_i \right].
\]

Setting

\[
a_{i-1} := f_{i-1} + \frac{h}{2} [y_{i-1} + y_i] + \frac{\lambda h}{2} \left[ \frac{h}{2} k_{i-1,0} f_0 + h \sum_{j=1}^{i-2} k_{i-1,j} f_j + \frac{h}{2} k_{i-1,i-1} f_{i-1} \right]
\]

\[
+ \frac{\lambda h}{2} \left[ \frac{h}{2} k_{00} f_0 + h \sum_{j=1}^{i-1} k_{ij} f_j \right],
\]

we have

\[
f_i = a_{i-1} + \frac{\lambda h^2}{4} k_{ii} f_i.
\]
Obviously, since \( a_{i-1} \) is a linear combination of fuzzy numbers, therefore it is a fuzzy number. By equation (17) and Definition 2.7, we conclude

\[
f_i \ominus \frac{\lambda h^2}{4} k_{ii} f_i = a_{i-1}.
\]

(18)

It should be noted that the above H-difference is always available. Because we assumed that the equation (1) has a fuzzy solution.

**Theorem 3.1.** In the equation (18) we have \( |k_{ii}| < \frac{4}{Xh^2} \).

**Proof.** Consider two cases: \( k_{ii} > 0 \) and \( k_{ii} < 0 \). For \( k_{ii} = 0 \), the proof is obvious.

1) Suppose that \( k_{ii} > 0 \). From equation (18) and by the abbreviations \( f_i(r) := f(t_i; r) \) and \( f_i(r) := \overline{f}(t_i; r) \) we conclude

\[
\begin{align*}
    f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) &= a_{i-1}(r), \\
    f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) &= a_{i-1}(r).
\end{align*}
\]

(19)

On the other hand, since \( a_{i-1} \) is a fuzzy number, we have \( a_{i-1}(r) \leq \overline{a}_{i-1}(r) \) which implies that \( \left(1 - \frac{\lambda h^2}{4} k_{ii}\right) \geq 0 \) or \( k_{ii} \leq \frac{4}{Xh^2} \). Therefore, in this case, regarding to the condition (10) we conclude that \( 0 < k_{ii} < \frac{4}{Xh^2} \).

2) Suppose that \( k_{ii} < 0 \). From equation (18) we conclude

\[
\begin{align*}
    f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) &= a_{i-1}(r), \\
    f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) &= \underline{a}_{i-1}(r).
\end{align*}
\]

(20)

Similarly, since \( a_{i-1} \) is a fuzzy number, then \( a_{i-1}(r) \leq \underline{a}_{i-1}(r) \) that implies \( \left(1 + \frac{\lambda h^2}{4} k_{ii}\right) \geq 0 \) or \( -\frac{4}{Xh^2} \leq k_{ii} \). Therefore, in this case, regarding to the condition (10) we conclude that must \( -\frac{4}{Xh^2} < k_{ii} < 0 \).

Therefore, the required result is obtained.

**Theorem 3.2.** If \( |k_{ii}| > \frac{4}{Xh^2} \), then the H-difference of equation (3.1) does not exist (i.e., it is not a fuzzy number). Unless, \( f_i \) is a crisp number.

**Proof.** There are two cases: \( k_{ii} > \frac{4}{Xh^2} \) and \( k_{ii} < -\frac{4}{Xh^2} \).

1) If \( k_{ii} > \frac{4}{Xh^2} \) we have

\[
f_i \ominus \frac{\lambda h^2}{4} k_{ii} f_i = \left(1 - \frac{\lambda h^2}{4} k_{ii}\right) \overline{f}_i(r), \left(1 - \frac{\lambda h^2}{4} k_{ii}\right) \underline{f}_i(r)\right).
\]

(20)

On the other hand, the inequality \( k_{ii} > \frac{4}{Xh^2} \) yields \( (1 - \frac{\lambda h^2}{4} k_{ii}) < 0 \) and since \( f_i \) is a fuzzy number then \( f_i(r) \leq \overline{f}_i(r) \) and consequently

\[
(1 - \frac{\lambda h^2}{4} k_{ii}) \overline{f}_i(r) \geq (1 - \frac{\lambda h^2}{4} k_{ii}) \underline{f}_i(r).
\]

(21)
The equations (20) and (21) imply that \((f_i \ominus k_{ii} f_i)\) is not a fuzzy number, unless \(f_i\) be a crisp number.

2) If \(k_{ii} < -\frac{4}{\lambda h^2}\) we have

\[
f_i \ominus \frac{\lambda h^2}{4} k_{ii} f_i = \left( f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r), f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) \right). \tag{22}
\]

On the other hand, the inequality \(k_{ii} > \frac{4}{\lambda h^2}\) yields \((1 + \frac{\lambda h^2}{4} k_{ii}) < 0\) and noting that \(f_i\) is a fuzzy number we have

\[
f_i(r) \leq f_i(r) \implies (1 + \frac{\lambda h^2}{4} k_{ii}) f_i(r) \geq (1 + \frac{\lambda h^2}{4} k_{ii}) f_i(r) \implies f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) \geq f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r).
\]

By the last inequality and equation (22), it is clear that \((f_i \ominus k_{ii} f_i)\) is not a fuzzy number, unless \(f_i\) is a crisp number.

This completes the proof of Theorem 3.2.

To present the fuzzy solution \(f(t_i)\) via the equation (18), we consider three cases: \(k_{ii} = 0, k_{ii} > 0, k_{ii} < 0\).

**Case 1:** If \(k_{ii} = 0\), then from equation (18) we conclude

\[
f_i = a_{i-1}. \tag{23}
\]

Therefore, we obtain the fuzzy number \(f(t_i)\) by using information on all previous points, i.e., \(f(t_0), f(t_1), \ldots, f(t_{i-1})\) via equation (16).

**Case 2:** If \(k_{ii} > 0\), then by Theorem 3.1 we have

\[
0 < k_{ii} < \frac{4}{\lambda h^2}. \tag{24}
\]

It should be noted that if \(k_{ii} > \frac{4}{\lambda h^2}\), then \((f_i \ominus \frac{\lambda h^2}{4} k_{ii} f_i)\) is not a fuzzy number and consequently (18) implies that \(a_{i-1}\) is not a fuzzy number, that is a contradiction. Therefore, in this case, from equations (24) and (18) we have

\[
f_i = \left( \frac{4}{\lambda h^2} - k_{ii} \right) \cdot a_{i-1}. \tag{25}
\]

Obviously, since \(a_{i-1}\) is a fuzzy number, \(f_i\) is a fuzzy number, too.

**Case 3:** If \(k_{ii} < 0\), then by Theorem 3.1 we have

\[
-\frac{4}{\lambda h^2} < k_{ii} < 0. \tag{26}
\]
Especially, since $k_{ii} < 0$ from equation (18), we obtain the $2 \times 2$ system (19). On the other hand, the condition (10) implies that the system (19) has unique solution

$$\begin{cases}
    f_i(r) = \frac{16}{16 - \lambda h^2 k_{ii}} \left[ a_{i-1}(r) + \frac{\lambda h^2}{4} k_{ii} a_{i-1}(r) \right], \\
    \overline{f}_i(r) = \frac{16}{16 - \lambda h^2 k_{ii}} \left[ \overline{a}_{i-1}(r) + \frac{\lambda h^2}{4} k_{ii} \overline{a}_{i-1}(r) \right].
\end{cases}$$

(27)

In the following theorem, we show that the functions in equation (27) present always a fuzzy number.

**Theorem 3.3.** The functions in equation (27) are always the parametric form of a fuzzy number.

**Proof.** It is sufficient to show that the functions in equation (27) satisfy the Definition 2.1. Since $a_{i-1}$ is a fuzzy number, $a_{i-1}(r)$ and $\overline{a}_{i-1}(r)$ satisfying all conditions of Definition 2.1. Thus, from equation (27), it is clear that $f_i(r)$ and $\overline{f}_i(r)$ are bounded left-continuous. Also, from equation (26) we conclude that

$$16 - \lambda^2 h^4 k_{ii}^2 = (4 - \lambda h^2 k_{ii})(4 + \lambda h^2 k_{ii}) > 0,$$

(28)

and consequently $f_i(r)$ and $\overline{f}_i(r)$ are non-decreasing and non-increasing functions, respectively. Now, we show that $f_i(r) \leq \overline{f}_i(r)$. Suppose that there exists $r \in [0, 1]$ such that $f_i(r) > \overline{f}_i(r)$, then using equations (27) and (28) we have

$$\left( \frac{4 - \lambda h^2 k_{ii}}{4} \right) a_{i-1}(r) > \left( \frac{4 - \lambda h^2 k_{ii}}{4} \right) \overline{a}_{i-1}(r).$$

and since $k_{ii} < 0$, we have

$$\overline{a}_{i-1}(r) > a_{i-1}(r),$$

which is a contradiction. Therefore $f_i(r) \leq \overline{f}_i(r)$, which concludes the proof. \(\square\)

Now, we consider the case that $f$ is (ii)-differentiable on $[t_{i-1}, t_i]$. 3.2. Case 2:

Suppose that $f$ is (ii)-differentiable on the subinterval $[t_{i-1}, t_i]$, $1 \leq i \leq n$. As before, by integrating both sides of equation (1) from $t_{i-1}$ to $t_i$, we have

$$\int_{t_{i-1}}^{t_i} f'(t) \, dt = \int_{t_{i-1}}^{t_i} y(t) \, dt + \lambda \int_{t_{i-1}}^{t_i} \int_t^{t_i} k(t, s) \cdot f(s) \, ds \, dt.$$  

(29)

By Theorem 2.13, we can write

$$(-1) \cdot (f(t_{i-1}) \odot f(t_i)) = \int_{t_{i-1}}^{t_i} y(t) \, dt + \lambda \int_{t_{i-1}}^{t_i} \int_t^{t_i} k(t, s) \cdot f(s) \, ds \, dt,$$

(30)

or

$$f(t_{i-1}) = f(t_i) + (-1) \cdot \int_{t_{i-1}}^{t_i} y(t) \, dt + (-\lambda) \cdot \int_{t_{i-1}}^{t_i} \int_t^{t_i} k(t, s) \cdot f(s) \, ds \, dt.$$  

(31)
Similarly, by approximating the definite integrals in equation (31) via fuzzy trapezoidal rule [7] and replacing the approximation sign (≈) by the equality sign (=) we obtain

\[ f_{i-1} = f_i + \left( \frac{-h}{2} \right) [y_{i-1} + y_i] + \left( \frac{-\lambda h}{2} \right) \left[ \frac{h}{2} k_{i-1,0} f_0 + h \sum_{j=1}^{i-2} k_{i-1,j} f_j + \frac{h}{2} k_{i-1,i-1} f_{i-1} \right] + \left( \frac{-\lambda h}{2} \right) \left[ \frac{h}{2} k_{i0} f_0 + h \sum_{j=1}^{i-1} k_{ij} f_j + \frac{h}{2} k_{ii} f_{i-1} \right]. \] (32)

Then, we can write

\[ f_i + \left( \frac{-\lambda h^2}{4} k_{ii} \right) f_i = f_{i-1} \odot \left( \frac{-h}{2} \right) [y_{i-1} + y_i] \odot \left( \frac{-\lambda h}{2} \right) \left[ \frac{h}{2} k_{i-1,0} f_0 + h \sum_{j=1}^{i-2} k_{i-1,j} f_j + \frac{h}{2} k_{i-1,i-1} f_{i-1} \right] \odot \left( \frac{-\lambda h}{2} \right) \left[ \frac{h}{2} k_{i0} f_0 + h \sum_{j=1}^{i-1} k_{ij} f_j \right]. \]

Therefore, by setting

\[ b_{i-1} := f_{i-1} \odot \left( \frac{-h}{2} \right) [y_{i-1} + y_i] \odot \left( \frac{-\lambda h}{2} \right) \left[ \frac{h}{2} k_{i-1,0} f_0 + h \sum_{j=1}^{i-2} k_{i-1,j} f_j + \frac{h}{2} k_{i-1,i-1} f_{i-1} \right] \odot \left( \frac{-\lambda h}{2} \right) \left[ \frac{h}{2} k_{i0} f_0 + h \sum_{j=1}^{i-1} k_{ij} f_j \right], \]

we conclude

\[ f_i + \left( \frac{-\lambda h^2}{4} k_{ii} \right) f_i = b_{i-1}. \] (33)

It should be noted that \( b_{i-1} \) is a fuzzy number. Because by our assumption the equation (1) has a fuzzy solution and consequently all the above H-differences exist (i.e., are fuzzy numbers). To present the fuzzy solution \( f(t_i) \) via the equation (33), we consider three cases: \( k_{ii} = 0, k_{ii} > 0, k_{ii} < 0. \)

**Case 1:** If \( k_{ii} = 0 \), then

\[ f_i = b_{i-1}. \] (34)
which is obviously a fuzzy number.

**Case 2:** If $k_{ii} < 0$, then we can rewrite the equation (33) as

\[
\left(1 - \frac{\lambda h^2}{4} k_{ii}\right) \cdot f_i = b_{i-1},
\]

and consequently

\[
f_i = \left(\frac{4}{4 - \lambda h^2 k_{ii}}\right) \cdot b_{i-1}.
\]

Note that, since $k_{ii} < 0$ we have $\left(4 - \lambda h^2 k_{ii}\right) > 0$. Also clearly, $f_i$ is a fuzzy number.

**Case 3:** If $k_{ii} > 0$, then from equation (33), we obtain the $2 \times 2$ system

\[
\begin{cases}
  f_i(r) - \frac{\lambda h^2}{4} k_{ii} f_i(r) = b_{i-1}(r), \\
  \overline{f}_i(r) - \frac{\lambda h^2}{4} k_{ii} \underline{f}_i(r) = \underline{b}_{i-1}(r).
\end{cases}
\]

Condition (10) implies that the above system (37) has the unique solution

\[
\begin{cases}
  \underline{f}_i(r) = \frac{16}{16 - \lambda^2 h^4 k_{ii}^2} \left[ b_{i-1}(r) + \frac{\lambda h^2}{4} k_{ii} \underline{b}_{i-1}(r) \right], \\
  \overline{f}_i(r) = \frac{16}{16 - \lambda^2 h^4 k_{ii}^2} \left[ b_{i-1}(r) + \frac{\lambda h^2}{4} k_{ii} \overline{b}_{i-1}(r) \right].
\end{cases}
\]

Since $k_{ii} > 0$, we can not say that $\underline{f}_i(r)$ and $\overline{f}_i(r)$ in equation (38), are always parametric form of a fuzzy number. Indeed, $\underline{f}_i(r)$ and $\overline{f}_i(r)$ may not be non-decreasing and non-increasing functions, respectively.

**Theorem 3.4.** In the equation (38), $\underline{f}_i(r)$ and $\overline{f}_i(r)$ have all properties of parametric form of a fuzzy number, except the conditions non-decreasing and non-increasing.

*Proof.* Since $b_{i-1}$ is a fuzzy number, $\underline{b}_{i-1}(r)$ and $\overline{b}_{i-1}(r)$ are bounded left-continuous functions and $\underline{b}_{i-1}(r) \leq \overline{b}_{i-1}(r)$, $0 \leq r \leq 1$. Therefore, clearly $\underline{f}_i(r)$ and $\overline{f}_i(r)$ are bounded left-continuous functions, too. Thus, it is sufficient to show that

\[
f_i(r) \leq \overline{f}_i(r), \quad 0 \leq r \leq 1.
\]

Suppose that there exists $r \in [0, 1]$ such that $\underline{f}_i(r) > \overline{f}_i(r)$. Hence, from equation (38) we have

\[
\frac{16}{16 - \lambda^2 h^4 k_{ii}^2} \left[ \underline{b}_{i-1}(r) + \frac{\lambda h^2}{4} k_{ii} \underline{b}_{i-1}(r) \right] > \frac{16}{16 - \lambda^2 h^4 k_{ii}^2} \left[ \overline{b}_{i-1}(r) + \frac{\lambda h^2}{4} k_{ii} \overline{b}_{i-1}(r) \right].
\]

(39)
Here, we have two cases: $k_{ii} > \frac{4}{\lambda h^2}$ and $k_{ii} < \frac{4}{\lambda h^2}$. Note that condition (10) guarantee $k_{ii} \neq \frac{4}{\lambda h^2}$.

1) If $k_{ii} > \frac{4}{\lambda h^2}$, then

$$16 - \lambda^2 h^4 k_{ii}^2 = (4 - \lambda h^2 k_{ii})(4 + \lambda h^2 k_{ii}) < 0,$$

and consequently from equation (39) we have

$$\left(\frac{4 - \lambda h^2 k_{ii}}{4}\right)b_{i-1}(r) < \left(\frac{4 - \lambda h^2 k_{ii}}{4}\right)b_{i-1}(r),$$

then

$$b_{i-1}(r) > b_{i-1}(r),$$

which is a contradiction.

2) Suppose that $k_{ii} < \frac{4}{\lambda h^2}$. Since in this case $k_{ii} > 0$, thus

$$16 - \lambda^2 h^4 k_{ii}^2 = (4 - \lambda h^2 k_{ii})(4 + \lambda h^2 k_{ii}) > 0,$$

and so, from equation (39) we have

$$\left(\frac{4 - \lambda h^2 k_{ii}}{4}\right)b_{i-1}(r) > \left(\frac{4 - \lambda h^2 k_{ii}}{4}\right)b_{i-1}(r),$$

then

$$b_{i-1}(r) > b_{i-1}(r),$$

which is a contradiction. Therefore, always $f_i(r) \leq \bar{f}_i(r), \ 0 \leq r \leq 1$. Note that since $k_{ii} > 0$ then $f_i(r)$ and $\bar{f}_i(r)$ may not be non-decreasing or non-increasing functions. In fact, since the sum of a non-decreasing function with a non-increasing function may be neither non-decreasing nor non-increasing, then we can not say that $f_i(r)$ and $\bar{f}_i(r)$ are non-decreasing or non-increasing functions.

This complete the proof of Theorem 3.4. □

**Remark 3.5.** If the equation (38) be parametric form of a fuzzy number, then we have a "strong fuzzy solution". Otherwise, if the equation (38) is not parametric form of a fuzzy number, based on Theorem 3.4, we define

$$f_i^*(r) = \min\{f_i(r), f_i(1)\},$$

(40)

$$\bar{f}_i^*(r) = \max\{\bar{f}_i(r), \bar{f}_i(1)\},$$

(41)

as a "weak fuzzy solution".

In following, we present a new definition that will be used.

**Definition 3.6.** Let $g(x, y)$ be a continuous real function on

$$\Delta = \{(x, y)|a \leq x \leq b, \ a \leq y \leq x\},$$

and let $P = \{a = t_0, t_1, \ldots, t_n = b\}$ be a uniform partition with the step size $h = \frac{b-a}{n}$ on the interval $[a, b]$. We say that the partition $P$ is a "$g$-partition" if

$$|g(x, x)| < \frac{4}{h^2}, \ \forall x \in [a, b].$$
Example 3.7. Consider the function \( g(x, y) = x - y - 100 \) and
\[
\Delta = \{ (x, y) \mid 0 \leq x \leq 1, \quad 0 \leq y \leq x \}.
\]
Then, any arbitrary uniform partition with the step size \( h < \frac{0.2}{\lambda} \) is a \( g \)-partition.

Theorem 3.8. Let \( P = \{ a = t_0, t_1, \ldots, t_n = b \} \) be a uniform partition with the step size \( h = \frac{b-a}{n} \) on \( [a, b] \). If in equation (1), \( f \) is \((i)\)-differentiable on \( [a, b] \) and \( P \) is a \( \lambda k \)-partition, then the proposed method gives always strong fuzzy solution for the problem (1).

Proof. Since the partition \( P \) is \( \lambda k \)-partition then
\[
|k(x, x)| < \frac{4}{\lambda h^2}, \quad \forall x \in [a, b],
\]
and regarding to section 3.1, the proof is straightforward. \( \square \)

4. Error Analysis

In this section, we present a general error analysis of our proposed method. For this end, it is obvious that according to trapezoidal rule we have
\[
\int_{t_{i-1}}^{t_i} f(t)dt = \frac{h}{2} (f_{i-1} + f_i) - \frac{h^3}{12} f''(\xi), \quad \xi \in [t_{i-1}, t_i]. \quad (42)
\]
In other words, the error term in interval \( [t_{i-1}, t_i] \) is
\[
E(i) = \int_{t_{i-1}}^{t_i} f(t)dt - \frac{h}{2} (f_{i-1} + f_i) = - \frac{h^3}{12} f''(\xi), \quad \xi \in [t_{i-1}, t_i]. \quad (43)
\]
Now, we can present the following theorem.

Theorem 4.1. For the fuzzy linear Volterra integro-differential equation (1), let \( f_i = f(t_i) \) be the value of exact solution and \( f_i^* = f^*(t_i) \) be the approximate solution obtained via our method, \( i = 1, 2, \ldots, n \). Also, suppose that \( E(i) = f_i - f_i^* \) is the error term in interval \([t_{i-1}, t_i]\). Then, we have
\[
|E(i)| \leq \frac{h^3}{12} (M_1 + \lambda M_2 + \frac{b-a}{2} \lambda M_3 + \frac{b-a}{2} \lambda M_4), \quad i = 1, 2, \ldots, n, \quad (44)
\]
where
\[
M_1 = \max_{t \in [a, b]} |y''(t)|, \quad M_2 = \max_{t \in [a, b]} |\psi''(t)|, \quad (45)
\]
\[
M_3 = \max_{s \in [a, b]} |R_{i-1}''(s)|, \quad M_4 = \max_{s \in [a, b]} |R_i''(s)|, \quad (46)
\]
and
\[
\psi(t) = \int_a^t k(t, s)f(s)ds, \quad R_{i-1}''(s) = k(t_{i-1}, s)f(s), \quad R_i''(s) = k(t_i, s)f(s). \quad (47)
\]
Proof. We prove theorem when \( f \) is (i)-differentiable on \( [t_i, t_{i-1}] \) (Case 1). The proof when \( f \) is (ii)-differentiable on \( [t_i, t_{i-1}] \) is similar.

For this end, in equations (13) and (14), based on equations (42) and (45)-(47) we have

\[
\int_{t_{i-1}}^{t_i} y(t) dt = \frac{h}{2}(y_{i-1} + y_i) - \frac{h^3}{12} y''(\xi_1), \quad \xi_1 \in [t_{i-1}, t_i],
\]

\[
\int_{t_{i-1}}^{t_i} \int_{a=t_0}^t k(t, s) f(s) ds dt = \frac{h}{2} \left[ \int_{t_0}^{t_{i-1}} k(t_{i-1}, s) f(s) ds + \int_{t_0}^{t_i} k(t_i, s) f(s) ds \right] - \frac{h^3}{12} \psi''(\xi_2), \quad \xi_2 \in [t_{i-1}, t_i],
\]

\[
\int_{t_0}^{t_{i-1}} k(t_{i-1}, s) f(s) ds = \frac{h}{2} k_{i-1,0} f_0 + h \sum_{j=1}^{i-2} k_{i-1,j} f_j + \frac{h}{2} k_{i-1,i-1} f_{i-1} - \frac{(i-1)h^3}{12} R''_{i-1}(\xi_3), \quad \xi_3 \in [t_0, t_{i-1}],
\]

\[
\int_{t_0}^{t_i} k(t_i, s) f(s) ds = \frac{h}{2} k_{i,0} f_0 + h \sum_{j=1}^{i-1} k_{i,j} f_j + \frac{h}{2} k_{i,i} f_i - \frac{(i)h^3}{12} R''_{i}(\xi_4), \quad \xi_4 \in [t_0, t_i],
\]

According to proposed method and equations (48)-(51), the error term in interval \([t_i, t_{i-1}]\) is obtained as

\[
E(i) = -\frac{h^3}{12} y''(\xi_1) - \frac{\lambda h^3}{12} \psi''(\xi_2) - \frac{\lambda h}{2} \left( \frac{(i-1)h^3}{12} R''_{i-1}(\xi_3) + \frac{(i)h^3}{12} R''_{i}(\xi_4) \right),
\]

or, in other words

\[
E(i) = -\frac{h^3}{12} (y''(\xi_1) + \lambda \psi''(\xi_2)) - \frac{\lambda h^4}{24} \left( (i-1)R''_{i-1}(\xi_3) + iR''_{i}(\xi_4) \right).
\]

Obviously

\[
|E(i)| \leq \frac{h^3}{12} \left( |y''(\xi_1)| + \lambda |\psi''(\xi_2)| \right) + \frac{\lambda h^4}{24} \left( (i-1)|R''_{i-1}(\xi_3)| + i|R''_{i}(\xi_4)| \right),
\]

and consequently

\[
|E(i)| \leq \frac{h^3}{12} (M_1 + \lambda M_2) + \frac{(b-a)\lambda h^3}{24} (M_3 + M_4).
\]

This completes the proof of Theorem. \(\square\)
Remark 4.2. In Theorem 4.1, if \( M = M_1 + M_2 + M_3 + M_4 \), then we will obtain
\[
|E(i)| \leq \frac{Mh^3}{12} [\lambda(b - a + 1) + 1].
\] (56)
Obviously if \( h \to 0 \), then \( |E(i)| \to 0 \) for \( i = 1, 2, \ldots, n \).

5. Numerical Results

Now we apply the proposed method for two examples and compare approximate solutions with exact solutions.

Example 5.1. Consider the fuzzy linear Volterra integro-differential equation
\[
f'(t) = C + \int_0^t f(s) \, ds, \quad 0 \leq t \leq \frac{\pi}{4},
\]
with the initial condition \( f(0) = (r, 2 - r) \), where \( C \) is a fuzzy number as \( C = (r, 2 - r) \).

Case 1: Suppose that the exact solution \( f(t) \) be (i)-differentiable on the interval \([0, \frac{\pi}{4}]\), the exact solution of the problem is
\[
f(t) = (f(t; r), \overline{f}(t; r)) = (r \cdot \exp(t), (2 - r) \cdot \exp(t)).
\] (57)
It can be easily verified that equation (57) is a fuzzy function on \([0, \frac{\pi}{4}]\) and is (i)-differentiable on the interval \([0, \frac{\pi}{4}]\). We present the parametric forms of the approximate solutions obtained by our method with \( n = 8 \) in Table 1. Comparison of the exact and approximate solutions shows that the obtained results are very closed to the exact solutions.

<table>
<thead>
<tr>
<th>( t_i )</th>
<th>Approximate solutions</th>
<th>Exact solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi/32 )</td>
<td>(1.1032 ( r ), 2.2065 - 1.1032 ( r ))</td>
<td>(1.1032 ( r ), 2.2063 - 1.1032 ( r ))</td>
</tr>
<tr>
<td>( 2\pi/32 )</td>
<td>(1.2171 ( r ), 2.4343 - 1.2171 ( r ))</td>
<td>(1.2170 ( r ), 2.4339 - 1.2170 ( r ))</td>
</tr>
<tr>
<td>( 3\pi/32 )</td>
<td>(1.3428 ( r ), 2.6856 - 1.3428 ( r ))</td>
<td>(1.3425 ( r ), 2.6850 - 1.3425 ( r ))</td>
</tr>
<tr>
<td>( 4\pi/32 )</td>
<td>(1.4814 ( r ), 2.9629 - 1.4814 ( r ))</td>
<td>(1.4810 ( r ), 2.9619 - 1.4810 ( r ))</td>
</tr>
<tr>
<td>( 5\pi/32 )</td>
<td>(1.6344 ( r ), 3.2688 - 1.6344 ( r ))</td>
<td>(1.6337 ( r ), 3.2675 - 1.6337 ( r ))</td>
</tr>
<tr>
<td>( 6\pi/32 )</td>
<td>(1.8031 ( r ), 3.6063 - 1.8031 ( r ))</td>
<td>(1.8023 ( r ), 3.6045 - 1.8023 ( r ))</td>
</tr>
<tr>
<td>( 7\pi/32 )</td>
<td>(1.9893 ( r ), 3.9786 - 1.9893 ( r ))</td>
<td>(1.9882 ( r ), 3.9764 - 1.9882 ( r ))</td>
</tr>
<tr>
<td>( \pi/4 )</td>
<td>(2.1947 ( r ), 4.3893 - 2.1947 ( r ))</td>
<td>(2.1933 ( r ), 4.3866 - 2.1933 ( r ))</td>
</tr>
</tbody>
</table>

Table 1. The Parametric Forms of Approximate Solutions Obtained by Our Method with \( n = 8 \), for the Case 1 of the Example 5.1

Case 2: Suppose that the exact solution \( f(t) \) is (ii)-differentiable on the interval \([0, \frac{\pi}{4}]\), the exact solution of the problem is
\[
f(t) = (f(t; r), \overline{f}(t; r)),
\]
where
\[
f(t; r) = \exp(t) + (1 - r) \sin t + (r - 1) \cos t,
\]
\[
\overline{f}(t; r) = \exp(t) + (r - 1) \sin t + (1 - r) \cos t.
\]
It can be shown that the above equations construct a fuzzy function on $[0, \frac{\pi}{4}]$ which is (ii)-differentiable on the interval $[0, \frac{\pi}{4}]$. We present the parametric forms of the approximate solutions obtained by our method with $n = 8$ in Table 2. Comparison of the exact and approximate solutions shows that the obtained results are very closed to the exact solutions.

<table>
<thead>
<tr>
<th>$t_n$</th>
<th>Approximate solutions</th>
<th>Exact solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi/32$</td>
<td>$(0.897 , r + 0.206, 2.001 - 0.897 , r)$</td>
<td>$(0.897 , r + 0.206, 2.000 - 0.897 , r)$</td>
</tr>
<tr>
<td>$2\pi/32$</td>
<td>$(0.786 , r + 0.431, 2.003 - 0.786 , r)$</td>
<td>$(0.786 , r + 0.431, 2.003 - 0.786 , r)$</td>
</tr>
<tr>
<td>$3\pi/32$</td>
<td>$(0.667 , r + 0.676, 2.010 - 0.667 , r)$</td>
<td>$(0.667 , r + 0.675, 2.009 - 0.667 , r)$</td>
</tr>
<tr>
<td>$4\pi/32$</td>
<td>$(0.542 , r + 0.940, 2.023 - 0.542 , r)$</td>
<td>$(0.541 , r + 0.940, 2.022 - 0.541 , r)$</td>
</tr>
<tr>
<td>$5\pi/32$</td>
<td>$(0.411 , r + 1.223, 2.045 - 0.411 , r)$</td>
<td>$(0.411 , r + 0.223, 2.044 - 0.411 , r)$</td>
</tr>
<tr>
<td>$6\pi/32$</td>
<td>$(0.277 , r + 1.527, 2.080 - 0.277 , r)$</td>
<td>$(0.276 , r + 0.526, 2.078 - 0.276 , r)$</td>
</tr>
<tr>
<td>$7\pi/32$</td>
<td>$(0.139 , r + 1.850, 2.129 - 0.139 , r)$</td>
<td>$(0.139 , r + 0.850, 2.127 - 0.139 , r)$</td>
</tr>
<tr>
<td>$\pi/4$</td>
<td>$(0.001 , r + 2.194, 2.196 - 0.001 , r)$</td>
<td>$(0.000 , r + 2.193, 2.193 - 0.000 , r)$</td>
</tr>
</tbody>
</table>

Table 2. The Parametric Forms of Approximate Solutions Obtained by Our Method with $n = 8$, for the Case 2 of the Example 5.1

Example 5.2. Consider the fuzzy linear Volterra integro-differential equation

$$f'(t) = y(t) + \int_0^t (-f(s)) \, ds, \quad 0 \leq t \leq \frac{\pi}{4},$$

with the initial condition $f(0) = (3r - 2, 2 - r)$, where $y$ is a fuzzy function on the interval $[0, \frac{\pi}{4}]$ as

$$y(t) = (y(t; r), \overline{y}(t; r)) = (2(r - 2) \sin t, 2(2 - 3r) \sin t).$$

As before, we consider two cases:

**Case 1:** Suppose that the exact solution $f(t)$ is (i)-differentiable on the interval $[0, \frac{\pi}{4}]$, the exact solution of the problem is

$$f(t) = (f(t; r), \overline{f}(t; r)), $$

where

$$f(t; r) = -rt \sin t + (2 - r) \cos t + 2(r - 1)(\exp(t) + \exp(-t)), $$

$$\overline{f}(t; r) = -rt \sin t + (3r - 2) \cos t + 2(1 - r)(\exp(t) + \exp(-t)).$$

It can be verified that the above equations construct a fuzzy function which is (i)-differentiable on $[0, \frac{\pi}{4}]$. We present the parametric forms of the approximate solutions obtained by our method with $n = 7$ in Table 3. Comparison of the exact and approximate solutions shows that the obtained results are very closed to the exact solutions.

**Case 2:** Suppose that the exact solution $f(t)$ is (ii)-differentiable on the interval $[0, \frac{\pi}{4}]$, the exact solution of the problem is

$$f(t) = (f(t; r), \overline{f}(t; r)), $$

where

$$f(t; r) = (3r - 2)(\cos t - t \sin t), $$

$$\overline{f}(t; r) = (2 - r)(\cos t - t \sin t).$$
Table 3. The Parametric Forms of Approximate Solutions Obtained by Our Method with $n = 7$, for the Case 1 of the Example 5.2

It can be shown that the above defined $f(t)$ is a fuzzy function and (ii)-differentiable on $[0, \frac{\pi}{4}]$. We present the parametric forms of the approximate solutions obtained by our method with $n = 7$ in Table 4. Comparison of the exact and approximate solutions shows that the obtained results are useful.

Table 4. The Parametric Forms of Approximate Solutions Obtained by Our Method with $n = 7$, for the Case 2 of the Example 5.2

6. Conclusion

In this paper, we introduced a fuzzy numerical method for solving fuzzy linear Volterra integro-differential equations of the second kind under strong generalized differentiability. In the proposed method, we do not need to replace the original fuzzy problem by a $2 \times 2$ system of crisp problems, that is main advantage of the method. Also, we presented an error analysis of the proposed method that prove the convergency of the method. The numerical results showed the efficiency of our method. It should be noted that we can apply each of Newton-Cotes formulas with the positive weights to present a similar numerical method, which can be verified in the future researches.
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