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Abstract. In this paper, we consider portfolio selection problem in which security returns are regarded as fuzzy variables rather than random variables. We first introduce a concept of absolute deviation for fuzzy variables and prove some useful properties, which imply that absolute deviation may be used to measure risk well. Then we propose two mean-absolute deviation models by defining risk as absolute deviation to search for optimal portfolios. Furthermore, we design a hybrid intelligent algorithm by integrating genetic algorithm and fuzzy simulation to solve the proposed models. Finally, we illustrate this approach with two numerical examples.

1. Introduction

One of the most important directions in finance is portfolio selection theory which deals with how to select a combination of securities to achieve the investor’s investment objective. As the founder of this theory, Markowitz [15] established a mean-variance model for portfolio selection problem by trading off the mean and variance of the investment. Since then, based on the assumption that security returns are random variables, a variety of enlarged and improved models have been developed in the framework of probability theory such as [1, 4, 6, 16, 18, 19]. Mean-semivariance model was introduced by Markowitz [16] to replace variance with semivariance in order to overcome the inefficiency of variance in asymmetrical cases. Mean-absolute deviation model was proposed by Konno and Yamazaki [6] by defining absolute deviation of random variables as a risk measure. The purpose of the model is to cope with very large-scale portfolio selection problem because it leads to a linear programming instead of a quadratic programming. In addition, the authors showed the fact that the mean-absolute deviation model gave essentially the same results as the mean-variance model if all the returns are normally distributed random variables.

If there are enough historical data in real life, it is reasonable to regard the returns as random variables and probability theory provides a powerful tool to handle portfolio selection problem. However, the investors often encounter the cases of lack of data. In order to deal with this situation, fuzzy set theory provides alternative approach by estimating security returns by some experts such as fund
managers. In fact, several portfolio selection models have been established in fuzzy environment according to different methods, for instance, fuzzy set theory [2, 3, 22], possibility theory [20, 21, 27] or credibility theory [5, 9, 17]. In particular, credibility theory set up an axiomatic foundation for fuzzy set theory and provides a powerful approach to model fuzzy portfolio selection problems.

Up to now, there is no research on fuzzy portfolio selection taking absolute deviation as risk measure. Motivated by Konno and Yamazaki’s work [6], this paper is to establish mean-absolute deviation models for portfolio selection problem with fuzzy returns of securities. In several particular cases, it can also be proved that mean-absolute deviation models may lead to linear programming in fuzzy environment.

The rest of the paper is organized as follows. In Section 2, some basic definitions and properties about fuzzy variables are reviewed for facilitating the understanding of the paper. In Section 3, the absolute deviation for fuzzy variable is defined and some important properties are discussed. The formulation of fuzzy mean-absolute deviation models is presented in Section 4 by defining risk as absolute deviation. In order to solve the proposed model, a hybrid intelligent algorithm is designed by integrating fuzzy simulation and genetic algorithm in Section 5. After that, two numerical examples are illustrated to show the effectiveness of the approach in Section 6. Finally, some conclusions are listed in Section 7.

2. Preliminaries

Fuzzy set theory was initiated by Zadeh [26] in 1965 and then was applied to many fields. In order to measure a fuzzy event, Liu and Liu [13] proposed a credibility measure in 2002 and then Li and Liu [7] gave a sufficient and necessary condition for it. Credibility theory was founded and refined by Liu [11] to characterize fuzzy phenomena. Next, some definitions and properties of credibility theory are recalled.

Let $\xi$ be a fuzzy variable with membership function $\mu$. Then for any $B \subset \mathbb{R}$, the credibility measure of $\xi \in B$ was defined by Liu and Liu [13] as

$$\text{Cr}\{\xi \in B\} = \frac{1}{2} \left( \sup_{x \in B} \mu(x) + 1 - \sup_{x \in B^c} \mu(x) \right),$$

which is also called the credibility inversion theorem. In order to rank fuzzy variables, the expected value of $\xi$ was defined by Liu and Liu [13] as

$$E[\xi] = \int_0^{+\infty} \text{Cr}\{\xi \geq r\} dr - \int_{-\infty}^0 \text{Cr}\{\xi \leq r\} dr$$

provided that at least one of the two integrals is finite. If fuzzy variables $\xi$ and $\eta$ are independent, then we have

$$E[a\xi + b\eta] = aE[\xi] + bE[\eta]$$

for any $a, b \in \mathbb{R}$. Since a fuzzy variable $\xi$ and a constant are clearly independent, we have $E[a\xi + b] = aE[\xi] + b$.

Furthermore, if $\xi$ is a fuzzy variable with finite expected value, then its variance was defined by Liu and Liu [13] as
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\[ V[\xi] = E \left[ (\xi - E[\xi])^2 \right]. \] (4)

It is easy to prove that \( V[\xi] = 0 \) if and only if \( \text{Cr}\{\xi = c\} = 1 \). In addition, the semivariance of \( \xi \) was defined by Huang [5] as

\[ S[\xi] = E \left[ ((\xi - E[\xi]) \wedge 0)^2 \right] \] (5)

in which \( \wedge \) is the minimum operator.

**Example 2.1.** A triangular fuzzy variable \( \xi \) is fully determined by the triplet \((a, b, c)\) of crisp numbers with \( a < b < c \) and its membership function is given by

\[
\mu(x) = \begin{cases} 
(x - a)/(b - a), & \text{if } a \leq x \leq b, \\
(x - c)/(b - c), & \text{if } b \leq x \leq c, \\
0, & \text{otherwise}.
\end{cases}
\] (6)

In what follows, we write \( \xi = (a, b, c) \). It is easy to prove that \( E[\xi] = (a + 2b + c)/4 \) and

\[
V[\xi] = \frac{33\alpha^3 + 21\alpha^2\beta + 11\alpha\beta^2 - \beta^3}{384\alpha}
\]

where \( \alpha = \max\{b - a, c - b\} \) and \( \beta = \min\{b - a, c - b\} \). Especially, if \( \alpha = \beta \), then we get \( b - a = c - b \) and \( E[\xi] = b, V[\xi] = (c - a)^2/24 \) and \( S[\xi] = V[\xi] = (c - a)^2/24 \).

**Example 2.2.** If \( \xi \) is a normally distributed fuzzy variable with the following membership function

\[
\mu(x) = 2 \left( 1 + \exp \left( \frac{\pi|x - e|}{\sqrt{6}\sigma} \right) \right)^{-1}, \quad x \in \mathbb{R},
\] (7)

then Li and Liu [8] proved that \( E[\xi] = e \) and \( V[\xi] = \sigma^2 \). Since the membership function is symmetric, we have \( S[\xi] = V[\xi] = \sigma^2 \).

### 3. Absolute Deviation

In this section, we first define the concept of absolute deviation of fuzzy variables and then prove some useful properties, which imply that it can be used as an appropriate definition of risk.

**Definition 3.1.** Let \( \xi \) be a fuzzy variable with finite expected value \( e \). Then its absolute deviation is defined as

\[ A[\xi] = E[|\xi - e|]. \] (8)

**Example 3.2.** Assume that \( \xi \) is an equipossible fuzzy variable with membership function \( \mu(x) = 1, a \leq x \leq b \). It follows from (2) that \( E[\xi] = (a + b)/2 \). If \( 0 < r \leq (b - a)/2 \), according to the credibility inversion theorem, we get

\[
\text{Cr}\{|\xi - e| \geq r\} = \text{Cr}\left\{ \left\{ \xi \geq \frac{a + b}{2} + r \right\} \cup \left\{ \xi \leq \frac{a + b}{2} - r \right\} \right\} = \frac{1}{2}(1 + 1 - 1) = \frac{1}{2}.
\]
If \( r > (b-a)/2 \), it is easy to prove that \( C_r \{ |\xi - e| \geq r \} = 0 \). Hence, its absolute deviation is

\[
A[\xi] = \int_0^{\infty} C_r \{ |\xi - e| \geq r \} dr = \int_0^{(b-a)/2} \frac{1}{2} dr = \frac{b-a}{4}.
\]

**Example 3.3.** Let \( \xi \) be a triangular fuzzy variable \((a, b, c)\). It follows from Definition 3.1 that

\[
A[\xi] = \frac{(c-a)^2 + 12\alpha^2}{64\alpha}
\]

where \( \alpha = (b-a) \vee (c-b) \). Especially, if \( \xi \) is symmetric, we have \( b-a = c-b \) and \( A[\xi] = (c-a)/8 \).

**Theorem 3.4.** Let \( \xi \) be a fuzzy variable with finite expected value \( e \). Then we have

\[
A[a\xi + b] = |a|A[\xi]
\]

for any real numbers \( a \) and \( b \).

**Proof.** For any \( a, b \in \mathbb{R} \), we have \( E[a\xi + b] = aE[\xi] + b \). Furthermore, it follows from Definition 3.1 that

\[
A[a\xi + b] = E[|a\xi + b - ae - b|] = |a|E[|\xi - e|] = |a|A[\xi].
\]

The proof is complete.

**Theorem 3.5.** Let \( \xi \) be a fuzzy variable with finite expected value \( e \). Then \( A[\xi] = 0 \) if and only if \( C_r \{ \xi = e \} = 1 \).

**Proof.** If \( A[\xi] = 0 \), then \( E[|\xi - e|] = 0 \). Note that

\[
E[|\xi - e|] = \int_0^{\infty} C_r \{ |\xi - e| \geq r \} dr
\]

which implies \( C_r \{ |\xi - e| \geq r \} = 0 \) for any real number \( r > 0 \). Hence we have \( C_r \{ \xi = e \} = 1 \), i.e., \( C_r \{ \xi = e \} = 1 \). Conversely, if \( C_r \{ \xi = e \} = 1 \), then we have \( C_r \{ |\xi - e| \geq r \} = 1 \). Thus, we obtain

\[
A[\xi] = \int_0^{\infty} C_r \{ |\xi - e| \geq r \} dr = 0.
\]

The proof is complete.

**Theorem 3.6.** Let \( \xi \) be a fuzzy variable taking values in the closed interval \([a, b]\). If the expected value of \( \xi \) is \( e \), then we have

\[
A[\xi] \leq \frac{2(b-e)(e-a)}{b-a},
\]

and the fuzzy variable with the maximum absolute deviation is

\[
\xi = \begin{cases} 
  a, & \text{with credibility } (b-e)/(b-a) \\
  b, & \text{with credibility } (e-a)/(b-a).
\end{cases}
\]
Proof. Assume that $\xi$ is defined on the credibility space $(\Theta, \mathcal{P}, \text{Cr})$. For each $\theta \in \Theta$, we have $a \leq \xi(\theta) \leq b$ and

$$\xi(\theta) = \frac{b - \xi(\theta)}{b - a} a + \frac{\xi(\theta) - a}{b - a} b.$$  

Define $f(x) = |x - e|$. It follows from the convexity of $f$ that

$$|\xi(\theta) - e| \leq \frac{b - \xi(\theta)}{b - a} |a - e| + \frac{\xi(\theta) - a}{b - a} |b - e|.$$  

Taking expected values on both sides, we obtain

$$A[\xi] \leq \frac{b - e}{b - a} (e - a) + \frac{e - a}{b - a} (b - e) = 2 \frac{(b - e)(e - a)}{b - a}.$$  

The second conclusion is easy to be verified by calculating the absolute deviation. The proof is complete. \(\square\)

**Theorem 3.7.** Let $\xi$ be a normally distributed fuzzy variable with expected value $e$ and variance $\sigma^2$. Then we have

$$A[\xi] = \sqrt{6 \ln 2} \frac{\pi}{\sigma} \sqrt{V[\xi]}.$$  

Proof. It is easy to prove that the membership function of $|\xi - e|$ is

$$\mu(x) = 2 \left( 1 + \exp \left( \frac{\pi x}{\sqrt{6} \sigma} \right) \right)^{-1}, \quad x \geq 0.$$  

For any $x \geq 0$, it follows from the credibility inversion theorem that

$$\text{Cr}\{|\xi - e| \geq x\} = \left( 1 + \exp \left( \frac{\pi x}{\sqrt{6} m} \right) \right)^{-1}.$$  

Please note that $V[\xi] = \sigma^2$ according to Example 2.2. It follows from equation (2) that

$$A[\xi] = \int_0^{+\infty} \text{Cr}\{|\xi - e| \geq x\} dx$$

$$= \int_0^{+\infty} \left( 1 + \exp \left( \frac{\pi x}{\sqrt{6} \sigma} \right) \right)^{-1} dx$$

$$= \sqrt{6 \ln 2} \frac{\pi}{\sigma}$$

$$= \sqrt{6 \ln 2} \frac{\pi}{\sigma} \sqrt{V[\xi]}.$$  

The proof is complete. \(\square\)

**Theorem 3.8.** Let $\xi_1, \xi_2, \cdots, \xi_n$ be independent normally distributed fuzzy variables. Then we have

$$A[x_1 \xi_1 + x_2 \xi_2 + \cdots + x_n \xi_n] = |x_1|A[\xi_1] + |x_2|A[\xi_2] + \cdots + |x_n|A[\xi_n]$$  

for any $x_1, x_2, \cdots, x_n \in \mathbb{R}$.  

(13)
Proof. Since \( \xi_1, \xi_2, \ldots, \xi_n \) are independent, \( x_1 \xi_1 + x_2 \xi_2 + \cdots + x_n \xi_n \) is also a normally distributed fuzzy variable with expected value \( x_1 E[\xi_1] + x_2 E[\xi_2] + \cdots + x_n E[\xi_n] \) and variance \( \left( |x_1| \sqrt{V[\xi_1]} + |x_2| \sqrt{V[\xi_2]} + \cdots + |x_n| \sqrt{V[\xi_n]} \right) \) (See Li and Liu [8]). It follows from Theorem 3.7 that
\[
A[x_1 \xi_1 + x_2 \xi_2 + \cdots + x_n \xi_n] = \frac{\sqrt{6} \ln 2}{\pi} \sqrt{V[x_1 \xi_1 + x_2 \xi_2 + \cdots + x_n \xi_n]}
\]
\[
= \frac{\sqrt{6} \ln 2}{\pi} \left( |x_1| \sqrt{V[\xi_1]} + |x_2| \sqrt{V[\xi_2]} + \cdots + |x_n| \sqrt{V[\xi_n]} \right)
\]
\[
= |x_1| A[\xi_1] + |x_2| A[\xi_2] + \cdots + |x_n| A[\xi_n].
\]
The proof is complete. \( \square \)

**Theorem 3.9.** If \( \xi \) is a symmetric triangular fuzzy variable \( (a, b, c) \), then we have
\[
A[\xi] = \frac{\sqrt{6}}{4} \sqrt{V[\xi]}. \tag{14}
\]

Proof. The variance of a symmetric triangular fuzzy variable \( (a, b, c) \) is \( V[\xi] = (c - a)^2 / 24 \), which has been proved by Liu [11]. Furthermore, it follows from Example 3.3 that \( A[\xi] = (c - a) / 8 \). Hence, we can get equation (14). The proof is complete. \( \square \)

**Remark 3.10.** By the similar argument to the proof of Theorem 3.8, if \( \xi_1, \xi_2, \ldots, \xi_n \) are independent symmetric triangular fuzzy variables, then equation (13) still holds in this case.

Theorems 3.7 and 3.9 indicate that the absolute deviation is equivalent to the standard deviation in some special cases such as symmetric triangular fuzzy variables and normally distributed fuzzy variables.

### 4. Mean-Absolute Deviation Model

We consider a capital market with \( n \) risk securities offering fuzzy returns. An investor allocates his/her money among these \( n \) risky securities to achieve some objective. We use the notations: \( \xi_i \) is the return of the \( i \)th security and \( x_i \) is the proportion of total fund invested in security \( i \), \( i = 1, 2, \ldots, n \). In general, \( \xi_i \) is calculated as \( (p_{i'} + d_i - p_i) / p_i \) in which \( p_i \) is the opening price of the \( i \)th security in one period, \( p_{i'} \) is the estimated closing price and \( d_i \) is the estimated dividends during the coming period, which are given by experienced experts. If the investor presents an expected return level \( r \), and meanwhile, wants to minimize the risk, then the mean-absolute deviation model is formulated as follows,

\[
\begin{align*}
\text{minimize} & \quad A[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \\
\text{subject to:} & \quad E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \geq r, \\
& \quad x_1 + x_2 + \cdots + x_n = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \ldots, n.
\end{align*}
\tag{15}
\]
where $E$ denotes the expected value operator and $A$ the absolute deviation operator. The first constraint indicates that the expected return is no less than the target return $r$. The second constraint ensures that all the money will be invested to these $n$ securities. In addition, $x_i \geq 0$ implies that the short-selling or borrowing of security $i$ are not allowed.

As an alternative of model (15), the investor may choose to maximize the expected return of a portfolio while limiting the risk of its return. In this case, mean-absolute deviation model for fuzzy portfolio selection becomes

$$
\begin{align*}
\text{maximize} & \quad E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \\
\text{subject to:} & \quad A[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n] \leq d, \\
& \quad x_1 + x_2 + \cdots + x_n = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \ldots, n,
\end{align*}
$$

(16)

where $d$ denotes the maximum risk level the investors can tolerate.

**Remark 4.1.** If the absolute deviation $A$ is replaced by variance $V$ or semivariance $S$, then models (15) and (16) become the corresponding mean-variance or mean-semivariance models [5] for fuzzy portfolio selection.

**Theorem 4.2.** Suppose that $\xi_i$ are independent normally distributed fuzzy variables with expected value $e_i$ and variance $\sigma_i^2$ for $1 \leq i \leq n$. Models (15) and (16) respectively degenerate the following linear progranings,

$$
\begin{align*}
\text{minimize} & \quad x_1 \sigma_1 + x_2 \sigma_2 + \cdots + x_n \sigma_n \\
\text{subject to:} & \quad x_1 e_1 + x_2 e_2 + \cdots + x_n e_n \geq r, \\
& \quad x_1 + x_2 + \cdots + x_n = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \ldots, n,
\end{align*}
$$

(17)

and

$$
\begin{align*}
\text{maximize} & \quad x_1 e_1 + x_2 e_2 + \cdots + x_n e_n \\
\text{subject to:} & \quad x_1 \sigma_1 + x_2 \sigma_2 + \cdots + x_n \sigma_n \leq \pi d / (\sqrt{6} \ln 2), \\
& \quad x_1 + x_2 + \cdots + x_n = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \ldots, n.
\end{align*}
$$

(18)

**Proof.** It follows immediately from Theorem 3.8. \qed

**Example 4.3.** Suppose that we are to construct an optimal portfolio from two risky securities. Let $\xi_1$ and $\xi_2$ denote the fuzzy returns on the risky securities. Especially, we assume that $\xi_i$ is a normally distributed fuzzy variable with expected value $e_i$ and variance $\sigma_i$ for $i = 1, 2$, and $\xi_1$ and $\xi_2$ are independent. Without loss of generality, we let $e_1 > e_2$. If $r \in [e_2, e_1]$, then model (17) becomes

$$
\begin{align*}
\text{minimize} & \quad x_1 \sigma_1 + x_2 \sigma_2 \\
\text{subject to:} & \quad x_1 e_1 + x_2 e_2 \geq r, \\
& \quad x_1 + x_2 = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2.
\end{align*}
$$
The argument breaks down into two cases.

**Case 1:** \( \sigma_1 > \sigma_2 \). In this case, it is easy to calculate that the portion of the optimal portfolio that should be invested in securities 1 and 2 respectively are

\[
x_1^* = \frac{r - e_2}{e_1 - e_2}, \quad x_2^* = \frac{e_1 - r}{e_1 - e_2}.
\]

Please note that \( x_1^* \) is increasing about \( r \), which implies that the higher the expected return level is, the larger the investment proportion on security 1 is.

**Case 2:** \( \sigma_1 \leq \sigma_2 \). In this case, the minimum risk portfolio is \( x_1^* = 0 \) and \( x_2^* = 1 \). Since security 2 has higher return and lower risk, the investor prefers security 2 to security 1. Thus, the result is clearly consistent with the actual.

If \( r < e_2 \), then the first constraint holds for all portfolios \( (x_1, x_2) \). Hence, it is clear that the minimum risk portfolio should be

\[
x_1^* = \begin{cases} 1, & \sigma_1 \leq \sigma_2, \\ 0, & \text{otherwise}, \end{cases} \quad x_2^* = \begin{cases} 1, & \sigma_1 \geq \sigma_2, \\ 0, & \text{otherwise}. \end{cases}
\]

If \( r > e_1 \), then the first constraint does not hold for all portfolios \( (x_1, x_2) \) since \( x_1 e_1 + x_2 e_2 < x_1 r + x_2 r = r \).

The similar result can be obtained when we use model (18) to determine the optimal portfolio.

**Theorem 4.4.** Suppose that \( \xi_i = (a_i, b_i, c_i) \) are independent and symmetric triangular fuzzy variables. Then models (15) and (16) respectively degenerate the following linear programings,

\[
\begin{aligned}
&\text{minimize} & & x_1(c_1 - a_1) + x_2(c_2 - a_2) + \cdots + x_n(c_n - a_n) \\
&\text{subject to} & & x_1 b_1 + x_2 b_2 + \cdots + x_n b_n \geq r, \\
& & & x_1 + x_2 + \cdots + x_n = 1, \\
& & & x_i \geq 0, \quad i = 1, 2, \cdots, n,
\end{aligned}
\]

and

\[
\begin{aligned}
&\text{maximize} & & x_1 b_1 + x_2 b_2 + \cdots + x_n b_n \\
&\text{subject to} & & x_1(c_1 - a_1) + x_2(c_2 - a_2) + \cdots + x_n(c_n - a_n) \leq 8d, \\
& & & x_1 + x_2 + \cdots + x_n = 1, \\
& & & x_i \geq 0, \quad i = 1, 2, \cdots, n.
\end{aligned}
\]

**Proof.** It follows immediately from Remark 3.10. \( \square \)

**Remark 4.5.** It can be seen that the mean-absolute deviation models are equivalent to linear programings only in some very particular cases. For general cases such as the one with dependent returns, it is very difficult or impossible to obtain the corresponding deterministic optimization models. Thus, we next design a heuristics — hybrid intelligent algorithm to solve general models.
5. Hybrid Intelligent Algorithm

Hybrid intelligent algorithms are first initiated by Liu and Iwamura [12] and extended by Liu [10]. Since then, they have been employed to solve the optimization problems with uncertain parameters. In particular, hybrid intelligent algorithms have been successfully used to solve fuzzy portfolio selection problems [5, 9, 17] as well as other fields [23, 24, 25]. In this section, we design a hybrid intelligent algorithm to solve the proposed models. First, we introduce fuzzy simulation technique which is used to compute expected value and absolute deviation of fuzzy returns. Second, we briefly review and adapt a genetic algorithm (GA) to calculate the proposed models. Finally, we integrate fuzzy simulation and genetic algorithm to construct a hybrid intelligent algorithm.

Fuzzy Simulation.

It is more difficult to obtain the exact values of expected value and absolute deviation of a portfolio with general fuzzy returns. In order to handle the problem, we employ fuzzy simulation introduced by [12], which is a feasible approach to approximately calculate those quantities. Liu [14] has proved the convergence of fuzzy simulation. The detailed procedures on fuzzy simulation may be found in Liu [10]. Here, we adapt fuzzy simulation techniques to suit our models in Section 4.

Assume that fuzzy variable $\xi_i$ has a membership function $\mu_i$ for $i = 1, 2, \cdots, n$. We first calculate the value of $Cr\{\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n \geq r\}$ where $r$ is a nonnegative real number. The detailed algorithm is as follows,

**Step 1:** Set $m = 1$ and take $M$ as a sufficiently large integer;

**Step 2:** Randomly generate $n$ numbers $w_{im}$ such that the membership degrees $\mu_i(w_{im}) \geq \varepsilon$ for $i = 1, 2, \cdots, n$, respectively, where $\varepsilon$ is a sufficiently small number;

**Step 3:** Compute $x_1 w_{1m} + x_2 w_{2m} + \cdots + x_n w_{nm}$. If the value is no less than $r$, let $u_m = \min_{1 \leq i \leq n} \mu_i(w_{im})$ and $v_m = 0$; otherwise, let $u_m = 0$ and $v_m = \min_{1 \leq i \leq n} \mu_i(w_{im})$;

**Step 4:** If $m > M$, then go to next step; otherwise, set $m = m + 1$ and go to Step 2;

**Step 5:** Return $(\max_{1 \leq m \leq M} u_m + 1 - \max_{1 \leq m \leq M} v_m)/2$ as the value of $Cr\{\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n \geq r\}$.

The following procedure is given to calculate $E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n]$.

**Step 1:** Set $e_1 = 0$, $e_2 = 0$, and $l = 0$, and let $h = M/N$ where $M$ is a sufficiently large positive number and $N$ is a sufficiently large integer;

**Step 2:** Partition the intervals $[0, M]$ and $[-M, 0]$ into $N$ small intervals $[z_j, z_{j+1}]$ and $[z_j', z_{j+1}']$, respectively, in which $z_j = jh$ and $z_j' = -M + jh$ for $i = 0, 1, \cdots, n - 1$;

**Step 3:** Set $e_1 \leftarrow e_1 + h(Cr\{\sum \xi_i x_i \geq z_j\} + Cr\{\sum \xi_i x_i \geq z_{j+1}\})/2$;

**Step 4:** Set $e_2 \leftarrow e_2 + h(Cr\{\sum \xi_i x_i \leq z_j'\} + Cr\{\sum \xi_i x_i \leq z_{j+1}'\})/2$;

**Step 5:** If $j = N$, stop and return $e_1 - e_2$; otherwise, go to Step 3.

Let $\xi$ be a fuzzy variable with finite expected value. According to the definition of absolute deviation of fuzzy variable, we know that $A[\xi]$ is essentially the expected
value of fuzzy variable $|\xi - E[\xi]|$. Replace $\sum_{i=1}^{n} \xi_i x_i$ with $|\sum_{i=1}^{n} \xi_i - E[\sum_{i=1}^{n} \xi_i]|$ and repeat the above procedures, we can obtain the simulated value of $A[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_n x_n]$.

Genetic Algorithm

Genetic algorithm was initiated by Holland in 1975 as an adaptive heuristic search algorithm premised on the evolutionary ideas of natural selection and genetic. Since then, genetic algorithm has been widely experimented and applied in many fields. For instance, Liu [10] has successfully applied genetic algorithm to solve many optimization problems with fuzzy parameters. In the next part, we briefly introduce the main parts of genetic algorithm. The interested readers may consult [10] or [5, 9, 17].

Representation Structure: This paper employs real encoding, i.e., a solution $x = (x_1, x_2, \ldots, x_n)$ is encoded by a chromosome $c = (c_1, c_2, \ldots, c_n)$ where the genes $c_1, c_2, \ldots, c_n$ are restricted as nonnegative numbers. The decoding process is determined by the link $x_i = c_i / (c_1 + c_2 + \cdots + c_n)$, which ensures that $x_1 + x_2 + \cdots + x_n = 1$ always holds. A chromosome is called feasible if it satisfies the corresponding constraint conditions. For instance, in model (15), if a chromosome $(c_1, \ldots, c_n)$ satisfies

$$E\left[\frac{\xi_1 c_1}{c_1 + \cdots + c_n} + \frac{\xi_2 c_2}{c_1 + \cdots + c_n} + \cdots + \frac{\xi_n c_n}{c_1 + \cdots + c_n}\right] \geq r,$$

then it is a feasible chromosome.

Initialization: Let $\text{pop.size}$ be the population size. The purpose of the initialization is to obtain $\text{pop.size}$ feasible chromosomes as the first population. The procedure of initialization is summarized as follows,

Step 1: Let $i=1$;
Step 2: Randomly generate $n$ nonnegative numbers $c_1, c_2, \ldots, c_n$ such that $c_i = (c_1, c_2, \ldots, c_n)$ is a feasible chromosome, in which fuzzy simulation is used to check its feasibility;
Step 3: If $i = \text{pop.size}$, stop; otherwise, set $i = i + 1$ and go to Step 2.

Evaluation Function: This paper employs the more popular rank-based evaluation function to measure the likelihood of reproduction of each chromosome. Let $v \in (0, 1)$. The rank-based evaluation function is defined as: $\text{Eval}(c_i) = v(1-v)^{i-1}$, $i = 1, 2, \ldots, \text{pop.size}$. It is easy to see that $i = 1$ indicates the best individual and $i = \text{pop.size}$ indicates the worst one.

Selection Process: This paper uses spinning the roulette wheel method to select each chromosome. At each time, one chromosome is chosen for a new child population. The next population is obtained after repeating the process $\text{pop.size}$ times. Define $p_0 = 0$ and $p_i = \sum_{j=1}^{i} \text{Eval}(c_j),$ $i = 1, 2, \ldots, \text{pop.size}$. The algorithm is summarized as follows,
Step 1: Let $j=1$.
Step 2: Generate a number $r$ between 0 and $p_{\text{pop\_size}}$.
Step 3: Choose the chromosome $c_i$ if $r \in (p_{i-1}, p_i]$.
Step 4: If $j > \text{pop\_size}$, stop; otherwise, set $j = j + 1$ and go to Step 2.

Crossover Operation: Let $P_c$ be the probability of crossover, and generate a number $r \in [0, 1]$. If $r < P_c$, randomly select two parent chromosomes denoted by $c_1$ and $c_2$, and then produce two offsprings through crossover operator

$$c'_1 = r \cdot c_1 + (1 - r) \cdot c_2, \quad c'_2 = (1 - r) \cdot c_1 + r \cdot c_2.$$  

If both $c'_1$ and $c'_2$ are feasible, take them as children to replace their parents. If at least one of them is infeasible, then redo the crossover operation until two feasible children are obtained or a given number of iterations is finished. The crossover operation is finished by repeating the above process $p_{\text{pop\_size}}$ times.

Mutation Operation: Let $P_m$ be the probability of mutation, and generate a real number $s \in (0, 1)$. If $s < P_m$, then choose a chromosome $c$ as the parent one for mutation. Next, generate $n$ numbers $d_1, d_2, \ldots, d_n$ which belong to the interval $[-D, D]$ where $D > 0$ is an appropriate number given by the investor. A new chromosome may be created by $c' = c + (d_1, d_2, \ldots, d_n)$. If $c'$ is feasible, take it as the child. Otherwise, redo the mutation operation until one feasible child is obtained or a given number of iterations is finished. The mutation operation is finished by repeating the above process $p_{\text{pop\_size}}$ times.

Hybrid Intelligent Algorithm

The hybrid intelligent algorithm is essentially fuzzy simulation based genetic algorithm in which fuzzy simulation is used to approximately compute some objectives and/or constraints. The procedure of the algorithm is summarized as follows:

Step 1: Initialize $p_{\text{pop\_size}}$ feasible chromosomes whose feasibility is checked by fuzzy simulation;
Step 2: Update the chromosomes by crossover and mutation operations;
Step 3: Compute the objective value for each chromosome by using fuzzy simulation;
Step 4: Calculate the fitness of each chromosome by the rank-based-evaluation function according to their objective values;
Step 5: Select the chromosomes by using spinning the roulette wheel;
Step 6: Repeat Step 2 to Step 5 for a given number of generations;
Step 7: Return the best chromosome and convert it into the optimal solution.

6. Numerical Examples

In this section, numerical examples illustrate the modelling idea and the effectiveness of the proposed algorithm. The data on security returns are from Huang [5] in which there are 10 securities in the set of candidate securities. The returns of the first seven ones are triangular fuzzy variables, and that of the other three ones take the membership functions shown in Table 1 (from [5]).
Example 6.1. Suppose the minimum expected return level that the investor can accept is 1.5. If the investor accepts absolute deviation as risk measure, then he/she can use the following mean-absolute deviation model to construct an optimal portfolio,

\[
\begin{align*}
\text{minimize} & \quad A[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_{10} x_{10}] \\
\text{subject to:} & \quad E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_{10} x_{10}] \geq 1.5 \\
& \quad x_1 + x_2 + \cdots + x_{10} = 1 \\
& \quad x_i \geq 0, \quad i = 1, 2, \cdots, 10. 
\end{align*}
\]

(22)

A run of the hybrid intelligent algorithm (2500 cycles in simulation, 500 generations in GA) shows that the optimal portfolio is

\[
x^* = (0.121, 0.140, 0.114, 0.100, 0.116, 0.086, 0.102, 0.069, 0.081, 0.071)
\]

which represents the allocation of his money to each security. The corresponding minimal risk is 0.827.

Next, we test the effectiveness of the algorithm by changing the parameters in the GA. In order to compare the results, we employ the relative error defined as

\[
\frac{\text{Actual absolute derivation} - \text{Minimal absolute derivation}}{\text{Minimal absolute derivation}} \times 100\%.
\]

As summarized in Table 2, the relative errors do not exceed 2%, which shows that the hybrid intelligent algorithm is robust to set parameters and effective for solving the proposed model.

Example 6.2. Suppose that the absolute deviation (the risk) cannot exceed the minimum risk level 1.1, then the investor can employ the following fuzzy mean-absolute deviation model,

\[
\begin{align*}
\text{maximize} & \quad E[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_{10} x_{10}] \\
\text{subject to:} & \quad A[\xi_1 x_1 + \xi_2 x_2 + \cdots + \xi_{10} x_{10}] \leq 1.1, \\
& \quad x_1 + x_2 + \cdots + x_{10} = 1, \\
& \quad x_i \geq 0, \quad i = 1, 2, \cdots, 10. 
\end{align*}
\]

(23)

The parameters of GA are chosen as pop_size = 100, P_c = 0.3 and P_m = 0.2. A run of the hybrid intelligent algorithm (2000 cycles in simulation, 500 generations in GA) shows that the investor should allocate his money according to Table 3.
The corresponding maximum expected return is 1.72. In addition, the evolution of optimal objective value at each generation is shown in Figure 1. It can be seen that the result keep stable after 300 generations.

<table>
<thead>
<tr>
<th>No.</th>
<th>pop_size</th>
<th>$P_c$</th>
<th>$P_m$</th>
<th>Simulation Times</th>
<th>Generation</th>
<th>Absolute Deviation</th>
<th>Relative Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>0.3</td>
<td>0.8</td>
<td>1500</td>
<td>600</td>
<td>0.8353</td>
<td>1.02</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>0.4</td>
<td>0.7</td>
<td>1300</td>
<td>400</td>
<td>0.8331</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>75</td>
<td>0.3</td>
<td>0.5</td>
<td>1000</td>
<td>300</td>
<td>0.8330</td>
<td>0.74</td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>0.6</td>
<td>0.4</td>
<td>1500</td>
<td>400</td>
<td>0.8336</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>0.7</td>
<td>0.6</td>
<td>2500</td>
<td>200</td>
<td>0.8270</td>
<td>0.01</td>
</tr>
<tr>
<td>6</td>
<td>300</td>
<td>0.5</td>
<td>0.7</td>
<td>2000</td>
<td>220</td>
<td>0.8377</td>
<td>1.31</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>0.2</td>
<td>0.1</td>
<td>2200</td>
<td>250</td>
<td>0.8412</td>
<td>1.72</td>
</tr>
<tr>
<td>8</td>
<td>350</td>
<td>0.6</td>
<td>0.5</td>
<td>1500</td>
<td>250</td>
<td>0.8290</td>
<td>0.25</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>0.8</td>
<td>0.3</td>
<td>2500</td>
<td>500</td>
<td>0.8269</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>400</td>
<td>0.4</td>
<td>0.3</td>
<td>2500</td>
<td>100</td>
<td>0.8375</td>
<td>1.28</td>
</tr>
</tbody>
</table>

Table 2. Computational Solutions of Example 6.1

Table 3. Allocation of the Money to 10 Securities (%)

![Figure 1. The Convergence of Objective Value in Example 7](image-url)

In order to examine the sensitivity of the tolerable risk to total expected return, we experimented on this model by changing the tolerable risk. The computational results are summarized in Figure 2 which is almost consistent with the actual expectation. Generally speaking, hybrid intelligent algorithm only offers the approximate
solution for the problem not the exact optimal solution. Therefore, there may exist larger computational errors in the results, which is the reason why the curve is not smooth.

![Graph showing the sensitivity to changes of tolerable maximum risk](image)

**Figure 2. The Sensitivity to Changes of Tolerable Maximum Risk**

7. Conclusions

The purpose of this paper was to investigate portfolio selection problem with fuzzy returns of securities by defining a new risk measure and proposing two mean-absolute deviation models. The main works of the paper included the following aspects: (i) a new definition of risk was presented in fuzzy environment and its some useful properties were proved; (ii) mean-absolute deviation models was proposed for fuzzy portfolio selection; (iii) a hybrid intelligent algorithm was designed and employed to solve the proposed models; (iv) two numerical examples were given to show the modelling idea and the effectiveness of the proposed algorithm.
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