A computational method to analyze the similarity of biological sequences under uncertainty
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Abstract

In this paper, we propose a new method to analyze the difference and similarity of biological sequences, based on the fuzzy set theory. Considering the sequence order and some chemical and structural properties, we present a computational method to cluster the biological sequences. By some examples, we show that the new method is relatively easy and we are able to compare the sequences of arbitrary lengths.
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1 Introduction

Genetic code of every organism can be represented as a sequence of alphabets, such as twenty amino acids of protein or four base pairs of RNA and DNA. Since all living organism cell are composed of DNA molecules, some living organisms are biologically similar and some of them are distinct. One of the goals of bioinformatics is to align a large number of sequences and study their evolutionary relationships through comparative sequence analysis. In sequence alignment, sequences with high degree of similarity have similar function and structure, and such sequences help in deriving phylogenetic or evolutionary relationships among organisms \[9\].

Throughout the history of science, there has been a need to manage and model uncertainty in the real world phenomena. In bioinformatics, the variability exhibited in the nature of genome requires computational and theoretical models to be flexible enough to capture the main aspects without seeing every deviation as something completely new. For instances, in considering a new gene sequence, it is important to know how similar it is to a particular sequence; if it is less similar, it may produce a different effect, if it is very similar, it probably has the same structure and function. It is not so much a question of whether or not the two genes are the same, as it is a question of how much this particular instance of the new gene resembles a prototype. In these situations, alternate methodologies should be used to aid us in making automated evaluations. Other sources of uncertainty that need to be considered include lack of expressiveness or faithfulness of some features that we extract, incompleteness in the data extracted from actual samples, lack of clear boundaries between classes of proteins, proteins that are members of more than one class, etc. Theory of fuzzy set and fuzzy logic provides a different way to view the problem of modeling uncertainty and offer a wide range of computational tools to aid decision making, see \[21, 23\] and references therein.

In 1990, Sadegh-Zadeh tried to render fuzzy theory accessible to sequence comparison and analysis \[16\]. To this end, the author fuzzified the concept of sequence and used biopolymers, especially the nucleic acids RNA and DNA, as examples. He demonstrated that a polynucleotide molecule is representable as a point in an \(n\)–dimensional unit hypercube and constructed a framework for fuzzy theoretical analysis of polynucleotides. The \(n\)–dimensional unit hypercube is enriched by a distance function \(d\), i.e. \(([0,1]^n, d)\), that he suggested as a metric space, namely the fuzzy polynucleotide space. In this metric space, the author presented a similarity and difference analysis to compare polynucleotide sequences. The difference between two polynucleotides is reconstructed as a particular geometric distance between two points in the
fuzzy polynucleotide hypercube $[0,1]^n$. The less they differ from one another, the closer in the cube they reside. Once a polynucleotide sequences has been transformed to an ordered fuzzy set, it can through its fuzzy code be represented as a point in a unit hypercube. A genetic code may be viewed as 12-dimensional, because a triplet codon $XYZ$ has a $3 \times 4 = 12$ dimensional fuzzy code $(a_1, ..., a_{12})$ and therefore it is a point in the 12-dimensional fuzzy polynucleotide space $[0,1]^{12}$. It is obvious that in this latter, small space only triplet codons can be dealt with. Polynucleotides of length $n > 3$ require higher dimensional cubes. For instance, given two polynucleotide sequences such as UACUGU and CACUGU, each of them is located at a particular point of a 24-dimensional unit cube. Then a polynucleotide of length $n \geq 1$ is a fuzzy polynucleotide of length $4n$, and thus, representable by a real vector $(x_1, x_2, ..., x_{4n})$ of length $4n$ such that each component $x_i$ of the vector is an element of $[0, 1]$. Therefore, a polynucleotide consisting of a sequence of $k$ triplets would be a point in a $[0,1]^{12 \times k}$ space. Nieto et al. [14, 15] and Torres et al. [20] tried to solve this difficulty by minimizing the dimension of fuzzy polynucleotide space for all polynucleotide sequences with different lengths. They accommodated all polynucleotides of arbitrary length in the unit hypercube $[0,1]^{12}$. Considering the frequencies of the nucleotides at the three base sites of a codon in the coding sequence, they mapped a polynucleotide of arbitrary length on the 12-dimensional unit hypercube $[0,1]^{12}$, while in the approach of Sadegh-Zadeh [17], it is only possible to represent a triplet codon in $[0,1]^{12}$. Therefore, using the method presented in [14, 15, 20], it is possible to transform any polynucleotide of arbitrary length to a point in $[0,1]^{12}$, enabling fuzzy theoretical analysis in a 12-dimensional space.

Later in [17], the author studied both metric spaces presented in [14] and [20] and measured dissimilarity and similarity relationships between polynucleotide strings in both spaces to compare their performance. The author showed that in some cases, Torres et al.’s metric space [20] measures the relationships between polynucleotide chains incorrectly [17, 22].

In [10] by taking the average contents of biological sequences and their information entropies as variables, a fuzzy method is used to cluster them. In [25], the authors used the concept of fuzzy integral to analysis of DNA sequences. In [2, 3], the authors studied the number of alignments between two DNA sequences. A multiple sequence alignment algorithm is presented in [2] to measure the similarity of sequences based on fuzzy parameters and a dynamic programming is used to guarantee the optimal alignment of the sequences. For the latest results in the field, see also [11, 13, 18, 24]. In this paper, using the sequence-order and some chemical and structural properties, we transform biological sequences of arbitrary length to the ordered fuzzy sets. Then, they become representable as points in the unit hypercube $[0,1]^{12}$. In this space, we compute the differences and similarities between nucleotides and compare complete genomes. Finally, we employ a fuzzy based method to cluster the biological sequences.

2 A new approach to analyze the similarity

The nucleic acids RNA and DNA play the pivotal role as the genetic material of living things and viruses in production of proteins. RNA and DNA are made of triplet of codons each of them having the possibility to be one of four nucleotides $T, C, A, G$ in the case of RNA and $U, C, A, G$ in the case of DNA ($A$: adenine; $C$: cytosine; $G$: guanine; $T$: thymine; $U$: uracil). It is well-known that the biological sequences have some structural and chemical properties. Therefore, these attributes are usually used to study biological sequences. For the DNA sequences, the four elements $\{A,T,G,C\}$ can be divided into three groups:

(1) purine group ($R=\{A,G\}$)/pyrimidine group ($Y=\{C,T\}$);
(2) ketone group ($M=\{A,C\}$)/amino group ($K=\{G,T\}$); and
(3) weak hydrogen bonds group ($W=\{A,T\}$)/strong hydrogen bonds group ($S=\{C,G\}$).

- **Purine and pyrimidine group**

  Purines and pyrimidines are two kinds of nitrogen-containing bases. They make up the two different kinds of nucleotide bases in RNA and DNA. The two-carbon nitrogen ring bases (guanine and adenine) are purines, while the one-carbon nitrogen ring bases (cytosine and thymine ) are pyrimidines.

- **Ketone and amino group**

  A ketone is an organic compound that contains a carbonyl functional group. Aldehyde contains a hydrogen atom connected to its carbonyl group while ketone does not have a hydrogen atom attached. The amino group is one of several nitrogen containing functional groups found in organic molecules. What distinguishes the amino group is that the nitrogen atom is connected by single bonds to either hydrogen or carbon.

- **Weak and strong hydrogen bonds group**
A hydrogen bond is the electromagnetic attraction created between a partially positively charged hydrogen atom attached to a highly electronegative atom and another nearby electronegative atom. A hydrogen bond is a type of dipole-dipole interaction; it is not a true chemical bond. These attractions can occur between molecules (intermolecularly) or within different parts of a single molecule (intramolecularly). Hydrogen bonds occur in inorganic molecules, such as water, and organic molecules, such as DNA and proteins. The two complementary strands of DNA are held together by hydrogen bonds between complementary nucleotides (A&T, C&G). A hydrogen bond which is the attractive force between the hydrogen attached to an electronegative atom of molecule could be strong or weak.

In this study, we propose a method to analyze the similarity of DNA sequences. It is easy also to apply this approach to RNA sequences.

2.1 Method

In this section, similarly to the results of Nieto et. al [14, 15], we transform biological sequences of arbitrary length to the ordered fuzzy sets as points in [0, 1]12. We consider three different groups of nucleotides in the sequences to obtain 12-dimensional vectors. In the following, we explain the method in four steps, where in steps (1)-(3), we replace each nucleotide by its corresponding group’s alphabets.

• Step 1.
In the first step, we consider the purine and pyrimidine groups as a first index and, then, we map all of the nucleotides to this class. In fact, to obtain a new sequence, we replace nucleotides A and G by R and nucleotides C and T by Y. Therefore, all possible occurrence frequencies for a pair of nucleotides in the new sequence are \{RR, RY, YR, YY\}.

Example 2.1. Consider sequence \( S \) as

\[ S = ATGGTGCACTGACTC. \]

After transcription, we obtain \( S_1 \) as

\[ S_1 = RY RY RY Y Y R R Y Y. \]

• Step 2.
In this step, we consider the amino and ketone groups as the second index, then, we map all nucleotides to this class. We replace nucleotides A and C by M and nucleotides G and T by K. So, all possible occurrence frequencies for a pair of nucleotides in the new sequence are \{MM, MK, KM, KK\}.

Example 2.2. Consider the sequence \( S \), as previous example, after transcription we obtain

\[ S_2 = MKKKKKKMMM KK M K K M. \]

• Step 3.
As the last index, we consider the weak and strong hydrogens bonds groups, then we map all nucleotides to this class. Therefore, all possible occurrence frequencies in this step is \{WW, WS, SW, SS\}.

Example 2.3. If we consider sequence \( S \) as previous examples, then after transcription, we have

\[ S_3 = WWSSWSSWSSWWSWSW. \]

• Step 4.
In this step, for each biological sequence \( S \) with arbitrary length, we create a vector with 12 elements. First, we define the 12-dimensional vector \( B \) as follows

To obtain the information vector of the sequence \( S \), we compute relative frequencies of occurrence for all elements of \( B \) in the corresponding sequences \( S_1, S_2 \) and \( S_3 \). Let us denote \( N_j \) and \( L \) the occurrence frequencies of \( j \)-th element of \( B \) and the sequence length, respectively. We define the relative frequencies of occurrence as

\[
  f_j = \frac{N_j}{L}, \quad j = 1, \ldots, 12.
\]

For instance, \( f_1 \) represents the relative frequencies of occurrence of \( RR \) in the sequence \( S_1 \) and \( f_6 \) represents the relative frequencies of occurrence of \( MK \) in the sequence \( S_2 \). Finally, we define the information vector of the biological sequence \( S \) as

\[
  V = [f_1, f_2, \ldots, f_{12}] .
\]

So, any arbitrary sequence is representable as a point in 12-dimensional unit hypercube \([0,1]^{12}\). This approach enables quantitative studies such as the measurement of distance, similarities and dissimilarities between nucleotide sequences. Then, similarly to Nieto [20] and Sadegh-Zadeh [19], we consider a distance function \( d \) in 12-dimensional unit hypercube to obtain the fuzzy polynucleotide space i.e., \(([0,1]^{12}, d)\). Given \( A = (A_1, A_2, \ldots, A_{12}) \) and \( B = (B_1, B_2, \ldots, B_{12}) \), not both equal to the empty set \( \varnothing = (0,0,\ldots,0) \), the distance between \( A \) and \( B \) is defined as [18, 19]

\[
  \text{differ}(A, B) = \frac{\sum_{i=1}^{12} |A_i - B_i|}{\sum_{i=1}^{12} \max(A_i, B_i)} .
\]

Another metric to measure the similarity between two sequences is defined as [13, 17]

\[
  \text{similar}(A, B) = 1 - \text{differ}(A, B) .
\]

Example 2.4. [17] Let us consider two sequences \( S = TGGGAC \) and \( S^* = AACTGG \). According to steps (1)-(3), we obtain

\[
  S_1 = YRRRRY, \quad S_2 = KKKMM, \quad S_3 = WSSWW, \quad S_1^* = RRYYRR, \quad S_2^* = MMMKKK, \quad S_3^* = WSWSS .
\]

The corresponding information vectors are

\[
  V = \left( \frac{3}{6}, \frac{1}{6}, \frac{1}{6}, 0, \frac{2}{6}, 0, \frac{1}{6}, \frac{2}{6}, \frac{1}{6}, \frac{2}{6}, \frac{1}{6}, \frac{1}{6} \right) ,
\]

\[
  V^* = \left( \frac{2}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{2}{6}, \frac{1}{6}, 0, \frac{2}{6}, \frac{1}{6}, \frac{2}{6}, \frac{1}{6}, \frac{1}{6} \right) .
\]

Then, we obtain \( \text{differ}(V, V^*) = 0.23 \) and \( \text{similar}(V, V^*) = 0.77 \). If we consider the method presented by Sadegh-Zadeh [17], we must transform \( S \) and \( S^* \) to the points in \([0,1]^{12}\) to obtain \( \text{differ}(V, V^*) = 1 \) and \( \text{similar}(V, V^*) = 0 \). Also using the approach of Nieto et. al. [17], we deduce \( \text{differ}(V, V^*) = 0 \) and \( \text{similar}(V, V^*) = 1 \). Note that \( S \) and \( S^* \) are compounds of the same triplet codons AAC and UGG, although they are two different polynucleotide molecules. Due to these molecular-biological differences, they could not be identical polynucleotide sequences.

Remark 2.5. Using the new approach, by considering more structural and chemical properties, we map all sequences with different lengths to the points in \([0,1]^{12}\). This method enables quantitative studies such as the measurement of distance, similarities and dissimilarities between nucleotide sequences with different lengths. Here, the order of nucleotides plays an important role to obtain information vector, where, in the method presented by Nieto et. al. [17], only the frequencies of polynucleotides at the three base sites of a codon in the coding sequence is important.

Remark 2.6. Let \( S \) and \( S^* \) be two sequences with different lengths \( L \) and \( L^* \), respectively. Then, their information vectors are different too, i.e., \( V \neq V^* \). Indeed, suppose \( V = V^* \). It is easy to check that that

\[
  \sum_{j=1}^{4} N_{j} = \sum_{j=5}^{8} N_{j} = \sum_{j=9}^{12} N_{j} = L - 1 .
\]

Therefore, we have

\[
  \frac{N_{j}}{L} = \frac{N_{j}^*}{L^*} , \quad j = 1, 2, \ldots, 12 ,
\]
or, equivalently, \( N_j = \frac{L}{L^*} N_j^* \). Therefore, we have

\[
L - 1 = \sum_{j=1}^{4} N_j = \frac{L}{L^*} \sum_{j=1}^{4} N_j^* = \frac{L}{L^*} (L^* - 1) = L - \frac{L}{L^*},
\]

which is a contradiction with the assumption \( L \neq L^* \). Therefore, we have \( V \neq V^* \).

**Example 2.7.** Let us consider two biological sequences \( S \) and \( S^* \) with different lengths, where

\[
S = ATGGTGAACCTGACTCTGGAGGAGAAGTCTGGCGGTACTG,
\]

is a part of Human DNA sequence with \( L = 40 \) and

\[
S^* = ATGCTGACTGCTGGAGGAGA,
\]

is a part of Goat DNA sequence with \( L = 20 \) (see Table 1). After transcription according to steps (1)-(3), for the sequence \( S \), we have

\[
S_1 = RYRRYRYRRYYRRYYRRYYRRYYRRYYRRYYRRYYRRYY,
S_2 = MKKKKKKMKMKMKMKMKMKMKMKMKMKMKMKMKMKMKKK,
S_3 = WWSSWSWSSWSWSSWSSWSSWSWSSWSSWSWSSWSWSWSWSWS,
\]

and, for the sequence \( S^* \), we obtain

\[
S'_1 = RYRRYRRYRRYRRYRRYRRYRRYRRYRRYRRYRRYRRYRR,
S'_2 = MKKKKKKMKMKMKMKMKMKMKMKMKMKMKMKMKMKMKKK,
S'_3 = WWSSWSWSSWSWSSWSSWSSWSWSSWSSWSWSSWSWSWSWSWS,
\]

where (3), (4) show the purin/pyrimidine sequences and (3), (5) show the amino/ketone sequences and (3), (6) show the weak/strong hydrogen sequences. So, the information vectors for \( S \) and \( S^* \) are as follows

\[
V = \{ 10, 9, 9, 11, 8, 10, 9, 12, 4, 14, 13, 8 \},
V^* = \{ 8, 4, 4, 3, 2, 6, 6, 5, 2, 7, 7, 3 \}.
\]

Finally, we use differ and similar functions (2)-(3) to find their difference and similarity. So, we obtain

\[
differ(S, S^*) = \frac{\sum_{i=1}^{12} |V_i - V_i^*|}{\sum_{i=1}^{12} \max(V_i, V_i^*)} = 0.1811,
\]

\[
similar(S, S^*) = 1 - differ(S, S^*) = 0.8189.
\]

**Example 2.8.** Consider the biological sequences of Human, Bovine and Gallus as Table 1. Let us denote the information vectors of these sequences by \( V_1, V_2 \) and \( V_3 \), respectively. By direct calculation, it is easy to obtain

\[
V_1 = \{ 31, 21, 21, 18, 18, 17, 18, 38, 9, 28, 27, 27 \},
V_2 = \{ 92, 92, 92, 92, 92, 92, 92, 92, 92, 92, 92, 92 \},
V_3 = \{ 86, 86, 86, 86, 86, 86, 86, 86, 86, 86, 86, 86 \},
V_4 = \{ 30, 21, 21, 19, 22, 20, 21, 28, 33, 24, 25, 9 \}.
\]

So, the difference and similarity between these sequences are as follows

\[
differ(V_1, V_2) = 0.0809,
\]

\[
similar(V_1, V_2) = 0.9191,
\]

\[
differ(V_2, V_3) = 0.2354,
\]

\[
similar(V_2, V_3) = 0.7646,
\]

\[
differ(V_1, V_3) = 0.2273,
\]

\[
similar(V_1, V_3) = 0.7727.
\]
### 3 Fuzzy Clustering

To consider the uncertainty and reflect the fuzziness existing in the clustering analysis, fuzzy set theory is a powerful tool to tackle clustering problem. In this section, using the definition of information vector, we study the clustering of biological sequences by fuzzy methods. Fuzzy clustering is a form of clustering in which each data point can belong to more than one cluster or partition. Cluster analysis involves assigning data points to clusters such that items in the same class or cluster are as similar as possible, while items belonging to different classes are as dissimilar as possible. Clusters are identified via similarity measures. These similarity measures include distance, connectivity, and intensity. Fuzzy clustering algorithms have been studied widely in the last years. The first fuzzy clustering method was introduced in [6]. The most widely used fuzzy clustering algorithms are the fuzzy c-means algorithm and fuzzy equivalence relation clustering method. Bezdek in [5] developed the fuzzy c-means clustering method to classify each object into clusters with different or same degree of membership. Later, Klir and Yuan [12] presented a fuzzy equivalent relation-based hierarchical clustering method to study the cluster problem.

In this study, we employ the second method. A fuzzy equivalence relational clustering algorithm is based on a dissimilarity measure extracted from data. For detailed content for fuzzy clustering, see [13]. The fuzzy clustering has mainly three steps. The first step is creating the data matrix. Let \( U = \{ V_1, V_2, ..., V_n \} \) be the set of information vectors of biological sequences, where \( V_i \) denotes the information vector of \( i \)-th biological sequence and \( n \) is the total number of sequences. Each information vector has 12 characters \( V_i = [f_{i1}, f_{i2}, ..., f_{im}] (i = 1, 2, ..., n, m = 12) \). Thus, we obtain the data matrix as

\[
\begin{pmatrix}
  f_{11} & f_{12} & \cdots & f_{1n} \\
  f_{21} & f_{22} & \cdots & f_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  f_{m1} & f_{m2} & \cdots & f_{mn}
\end{pmatrix}.
\]

The second step is to setup the fuzzy similarity matrix. Here, we use the similarity measure defined in (2) to get the \( n \times n \) fuzzy similarity matrix \( R \),

\[
R_{ij} = \text{similar}(V_i, V_j).
\]

The third step is to cluster. In this study, we apply the clustering method based on the equivalent matrix. Let \( R \) be a fuzzy similarity matrix of the data. Then, we transform the fuzzy similarity matrix into a fuzzy equivalent matrix \( R^* = t(R) \), by finding the transmission closure of \( R \). The transitive closure, \( t(R) \), of a fuzzy relation \( R \) is defined as
the relation that is transitive, contains $R$ and has the smallest possible membership grades. The operation of $t(R)$ is the same as that of matrix’s principles, except that when multiply is to take maximum and adds is to take minimum. By Theorem 1 in [], if $R$ is a fuzzy similarity matrix, there is a minimum natural number $k$, so that the transitive closure, $t(R) = R^k$, for more details see [].

**Example:** Let us consider the DNA sequences of the first exon of $\beta$–globin gene of 11 different species in the Table 1. We present information vectors of the corresponding DNA sequences in Table 2. So, we obtain the similarity matrix by the new method as follows

$$R = \begin{bmatrix}
1.0000 & 0.9111 & 0.8660 & 0.7680 & 0.8819 & 0.9441 & 0.9403 & 0.9088 & 0.9759 & 0.9256 & 0.9714 \\
0.9111 & 1.0000 & 0.8833 & 0.7691 & 0.9121 & 0.8829 & 0.9014 & 0.8973 & 0.9201 & 0.9540 & 0.9039 \\
0.8660 & 0.8335 & 1.0000 & 0.8127 & 0.8789 & 0.9087 & 0.8432 & 0.8664 & 0.8694 & 0.8355 & 0.8681 \\
0.7680 & 0.7691 & 0.8127 & 1.0000 & 0.7855 & 0.7716 & 0.7329 & 0.8161 & 0.7641 & 0.7648 & 0.7677 \\
0.8819 & 0.9121 & 0.8789 & 0.7855 & 1.0000 & 0.8897 & 0.8659 & 0.8824 & 0.8874 & 0.8838 & 0.8844 \\
0.9441 & 0.8829 & 0.9087 & 0.7716 & 0.8897 & 1.0000 & 0.9188 & 0.8983 & 0.9384 & 0.9027 & 0.9416 \\
0.9403 & 0.9014 & 0.8432 & 0.7329 & 0.8589 & 0.9188 & 1.0000 & 0.8771 & 0.9339 & 0.9109 & 0.9413 \\
0.9088 & 0.8973 & 0.8664 & 0.8161 & 0.8824 & 0.8993 & 0.8771 & 1.0000 & 0.8910 & 0.9082 & 0.9184 \\
0.9759 & 0.9201 & 0.8694 & 0.7640 & 0.8874 & 0.9384 & 0.9339 & 0.9110 & 1.0000 & 0.9222 & 0.9658 \\
0.9256 & 0.9540 & 0.8355 & 0.7648 & 0.8836 & 0.9027 & 0.9109 & 0.9082 & 0.9222 & 1.0000 & 0.9302 \\
0.9713 & 0.9039 & 0.9633 & 0.7677 & 0.8844 & 0.9416 & 0.9413 & 0.9184 & 0.9658 & 0.9302 & 1.0000
\end{bmatrix}$$

Table 2: Information vectors of sequences

<table>
<thead>
<tr>
<th>Species</th>
<th>Information Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>[31/92, 21/92, 21/92, 18/92, 19/92, 21/92, 22/92, 20/92, 21/92, 26/92, 9/25, 105/92, 27/92, 21/92]</td>
</tr>
<tr>
<td>Goat</td>
<td>[33/86, 18/86, 18/86, 16/86, 14/86, 20/86, 19/86, 32/86, 9/86, 25/86, 24/86, 27/86, 26/86]</td>
</tr>
<tr>
<td>Opossum</td>
<td>[25/92, 21/92, 21/92, 21/92, 18/92, 20/92, 9/25, 105/92, 27/92, 21/92, 20/92, 9/25, 105/92, 27/92]</td>
</tr>
<tr>
<td>Gallus</td>
<td>[30/92, 21/92, 21/92, 19/92, 22/92, 20/92, 21/92, 26/92, 33/92, 24/92, 25/92, 9/25, 23/92]</td>
</tr>
<tr>
<td>Lemur</td>
<td>[32/93, 20/92, 20/92, 18/92, 12/92, 22/92, 21/92, 36/92, 13/92, 29/92, 28/92, 21/92, 20/92]</td>
</tr>
<tr>
<td>Rabbit</td>
<td>[33/90, 21/90, 20/90, 15/90, 15/90, 17/90, 17/90, 40/90, 9/90, 25/90, 27/90, 9/90, 25/90]</td>
</tr>
<tr>
<td>Rat</td>
<td>[30/92, 22/92, 22/92, 17/92, 18/92, 19/92, 20/92, 34/92, 16/92, 25/92, 21/92, 24/92, 26/92]</td>
</tr>
<tr>
<td>Gorilla</td>
<td>[32/93, 21/93, 21/93, 18/93, 18/93, 17/93, 18/93, 39/93, 9/93, 26/93, 27/93, 28/93, 29/93]</td>
</tr>
<tr>
<td>Bovine</td>
<td>[33/86, 18/86, 18/86, 16/86, 14/86, 18/86, 17/86, 18/86, 36/86, 9/86, 24/86, 25/86, 27/86, 28/86]</td>
</tr>
<tr>
<td>Chimpanzee</td>
<td>[36/105, 24/105, 24/105, 20/105, 20/105, 20/105, 19/105, 45/105, 13/105, 31/105, 30/105, 105, 30/105]</td>
</tr>
</tbody>
</table>

We see that the largest entries are associated with the pairs (Human–Gorilla, 0.9759), (Human–Chimpanzee, 0.9713), (Gorilla-Chimpanzee, 0.9658) and (Goat–Bovine, 0.9540). On the other hand, the smallest entries in the similarity values appear in the rows belonging to Opossum (the most remote species from the remaining mammals) and Gallus (the only non-mammalian representative) which is consistent with the known facts of evolution.

In order to see this more clearly, we apply the fuzzy clustering method to obtain the phylogenetic tree in Figure 1. We see that all the species with similar characteristics are clustered into one group and shows they have close evolutionary relationship. For example, Goat and Bovine are in the same group and so are the Human, Gorilla and Chimpanzee. Species Gallus is separated from other species and Opossum is also far from other mammal species.

In [], to analyze the similarity of DNA sequences, the average content of purine group, ketone group and weak hydrogen considered. Since the corresponding sequences may be different from each other and their average contents may be the same, the information entropy is considered to describe the order of sequences. Then, the authors obtained the $n \times m$ data matrix, where $n$ is the total number of sequences and $m$ is the number of properties that they considered for each sequence. In this paper, considering more chemical and structural properties of biological sequences, we obtain different information vectors for sequences with different lengths, without calculating the information entropy. The clustering methods in [] and here are based on the fuzzy equivalence relation and they are applicable for sequences with arbitrary lengths. As we can see in Figure 1 and Figure 2, our method is basically consistent with the former results in [].

## 4 Conclusions

In this study, a new computational method to transform the biological sequences to points in the fuzzy unit hypercube is presented. The chemical and structural properties of biological sequences are taken as variables to create the information vectors. Then, using differ and similar functions, the similarity and difference between biological sequences of arbitrary lengths are measured and a method for fuzzy clustering of biological sequences is proposed. Experiments on the coding sequences of the $\beta$–globin gene for 11 different species shows that our proposed method is efficient and feasible.
Figure 1: The phylogenetic tree of 11 kinds of species generated by new method.

Figure 2: The phylogenetic tree of 11 kinds of species generated by the presented method in [10].

Results here might be used in further research on studying protein secondary structural sequences. However, in this paper, we only considered the most used sequences to verify our model. For future study, we propose to take into account more information of biological sequences and consider more complex sequences.
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