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Abstract

Uncertainty plays a significant role in modeling and optimization of real world systems. Among uncertain approaches, fuzziness describes imprecision while for ambiguity another definition is required. Vagueness is a probabilistic model of uncertainty being helpful to include ambiguity into modeling different processes especially in industrial systems. In this paper, a vague set based on distance is used to model a flow-shop scheduling problem being an important problem in assembly production systems. The vagueness being used as octagon numbers are employed to represent vague processes for the manufacturing system. As a modeling effort, first a flow-shop scheduling problem is handled with vagueness. Then, for solving and analyzing the proposed vague flow-shop scheduling model, a modified Branch and Bound algorithm is proposed. As an implementation, an example is used to explain the performance and to analyze the sensitivity of the proposed vague approach. The validity of the proposed model and modified algorithm is demonstrated through a robust ranking technique. The outputs help the decision makers to counteract the vagueness and handle operational decisions in flow-shop scheduling problems within dynamic environments.
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1 Introduction

Vague sets can be used to describe many processes and systems under uncertainty. From the combination of vague and random uncertainty factors, a new variable can be obtained as a random vague variable. In this paper, we use interval-based sets, which, instead of point-based membership in fuzzy sets, use interval-based membership in an obscure set. Several techniques are proposed for managing uncertainty. To solve vague situations in real problems, the first systemic approach related to vague set theory was successfully applied to many areas such as in scheduling problems. In recent studies, scheduling problems were fuzzified by using the concept of vague due date and processing times. Each job has the same routing through machines and the sequence of operations is fixed in a flow-shop. Branch-and-bound algorithms are the mostly used optimal technique to solve such type of problems excluding heuristic methods McCahon S. and lee E.S. \(^{[19]}\), McCahon, C. S., & Lee, E. S \(^{[20]}\), Ishibuchi H. and Lee K.H. \(^{[11]}\), Martin L. and Roberto T. \(^{[18]}\). Branch and bound is an algorithm for separate and synthesis mathematical optimization problems. A branch-and-bound algorithm includes a systematic step by step solution space search. A set of candidate solutions is considered to form the root of the tree solution. The algorithm explores branches of the tree, which show subsets of the solution set. Before enumerating the solutions of a branch, the branch is checked against upper and lower estimated bounds on the optimal solution and is discarded if it cannot produce a better solution than the best one found so far by the algorithm. Ranking fuzzy numbers has a remarkable role in approximate reasoning, decision making, optimization, forecasting and some other fuzzy application systems. In decision-making problems, the value and importance of different options are commonly expressed as vague numbers. Robust ranking method satisfies the properties of compensation, linearity and
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additively Nagarajan R. & Solairaju A. [22]. Therefore, by using the robust ranking technique the validity of the best output in comparison with others can be demonstrated.

The remainder of the paper is organized as follows. Next, a review of related literature is given. In Section 3, vagueness and vague environment are described and vague numbers are configured. In Section 4, the modified vague branch and bound method is proposed. Numerical example and the related analyses are presented in Section 5. Finally, conclusions are expressed in Section 6.

2 Literature review

Branch and bound is an algorithm depending on the efficient estimation of the lower and upper bounds of a region/branch of the search space and approaches exhaustive enumeration as the size (n-dimensional volume) of the region tends to zero. Branch and bound technique is an integer programming solving method. Combining branch and bound and fuzzy set theory to handle flow-shop scheduling problem was extensively investigated Cheng J. Kise H. & Matsumoto H. [4]. In Gupta D., Sharma S. and Aggarwal S. [9], flow shop scheduling on 2-machines with setup time and single transport facility under fuzzy environment was discussed. In Ambika G. & Uthra G. [1], branch and bound technique in flow-shop scheduling using fuzzy processing times was presented. In Dhanalakshmi, V. & Kennedy F. C. [6], some aggregation operations on octagonal fuzzy numbers and its applications to decision making was shown. In Temiz I. & Erol S. [27], fuzzy branch and bound algorithm for flow shop scheduling was shown. In Malini S. U., & Kennedy F. C. [17], an approach for solving fuzzy transportation problem using octagonal fuzzy numbers was developed.


In Mehrabian, A., Tavakkoli-Moghaddam, R., & Khalili-Damaghani, K. [21], a two-objective mathematical programming model was presented to integrate flow shop scheduling and routing robots in a flexible manufacturing system considering fuzzy demand, due dates and processing times. The proposed fuzzy mathematical model was solved using Non-dominated Sorting Genetic Algorithm-II (NSGAII) and multi-objective particle swarm optimization (MOPSO). In Khorram, E., & Nozari, V. [15], a new multi-objective fuzzy optimization problem in which each objective had a different level was studied. Since, the feasible domain was non-convex; the traditional methods cannot be applied and thus by specific techniques the model was transformed to a similar 0 − 1 integer programming and was solved by a branch and bound algorithm.

Essentially, in a fuzzy set each element is associated with a point value selected from the unit interval [0, 1]; A vague set, as well as an intuitionistic fuzzy set, is a further extension of a fuzzy set. Instead of using point-relying membership as in fuzzy sets, interval-based membership is used in a vague set. Gau W.L. and Buehrer D.J. [13], defined vague sets and described the optimization of queuing theory based on vague environment.

To sum up, by reviewing the related literature, mostly fuzzy set theory was employed to model uncertainty in now-al. Essentially, in a vague set each element is associated with a point value selected from the unit interval [0, 1]; A vague set, as well as an intuitionistic fuzzy set, is a further extension of a fuzzy set. Instead of using point-relying membership as in fuzzy sets, interval-based membership is used in a vague set. Gau W.L. and Buehrer D.J. [13], defined vague sets and described the optimization of queuing theory based on vague environment.

3 Vague environment

Basic definitions and formulations of vague environment follow here.

**Definition 3.1.** [8, 14, 13] A vague set \( \tilde{V} \) in a universe of discourse \( U \) is characterized by a true membership function, \( t_{\tilde{V}} \), and a false membership function, \( f_{\tilde{V}} \), as follows: \( t_{\tilde{V}} : U \rightarrow [0, 1] \), \( f_{\tilde{V}} : U \rightarrow [0, 1] \), and \( t_{\tilde{V}}(u) + f_{\tilde{V}}(u) \leq 1 \), where \( t_{\tilde{V}} \) is a lower bound on the grade of membership of \( u \) derived from the evidence for \( u \), and \( f_{\tilde{V}} \) is a lower bound on the grade of membership of the negation of \( u \) derived from the evidence against \( u \).

Suppose \( U = \{u_1, u_2, \ldots, u_n\} \). A vague set \( \tilde{V} \) of the universe of discourse \( U \) can be represented by \( \tilde{V} = \sum_{i=1}^{n} \frac{[V(u_i), 1 - f_{\tilde{V}}(u_i)]}{u_i} \), where \( 0 \leq t(u_i) \leq 1 - f(u_i) \leq 1 \) and \( 1 \leq i \leq n \). In other words, the grade of membership of \( u_i \) is bounded to a subinterval \([t(u_i), 1 - f_{\tilde{V}}(u_i)]\) of \([0, 1]\). Thus, vague sets are generalization of Fuzzy sets, since the grade of membership \( \mu_{\tilde{V}}(u) \) of \( u \) in Definition 3.1 may be inexact in a vague set. We now depict a vague set in Figure 1.
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Figure 1: Membership Functions of a vague set.

**Definition 3.2.** [8, 14, 13] The complement of a vague set \( \tilde{V} \) is denoted by \( \tilde{V}' \) and is defined by

\[
t_{\tilde{V}}(u) = f_{\tilde{V}}(u), \quad 1 - f_{\tilde{V}}(u) = 1 - f_{\tilde{V}}'(u).
\]

**Definition 3.3.** [8, 14, 13] Let \( \tilde{V}_{t_{\tilde{V}}, f_{\tilde{V}}} \) be a vague set of \( U \). Then, we define \( \alpha_t \)-cuts and \( \alpha_f \)-cuts of \( \tilde{V} \) as the crisp sets of \( U \) given by

\[
\tilde{V}_{\alpha_t} = \{ u : t_{\tilde{V}}(u) \geq \alpha_t \}, \quad \alpha_t \in [0, 1],
\]

\[
\tilde{V}_{\alpha_f} = \{ u : 1 - f_{\tilde{V}}(u) \geq \alpha_f \}, \quad \alpha_f \in [0, 1].
\]

**Definition 3.4.** [8, 14, 13] A vague set \( \tilde{V}_{t_{\tilde{V}}, f_{\tilde{V}}} \) of \( \mathbb{R} \) with continuous membership functions \( t_{\tilde{V}} \) and \( f_{\tilde{V}} \) is called a vague number if and only if \( \tilde{V}_{\alpha_t} \) and \( \tilde{V}_{\alpha_f} \), for all \( \alpha_t, \alpha_f \in (0, 1] \), are bounded closed intervals; i.e.

\[
\tilde{V}_{\alpha_t} = [\tilde{V}_{\alpha_t}^L, \tilde{V}_{\alpha_t}^U], \quad \tilde{V}_{\alpha_f} = [\tilde{V}_{\alpha_f}^L, \tilde{V}_{\alpha_f}^U].
\]

We denote the class of all vague numbers by \( \tilde{V}(\mathbb{R}) \).

**Definition 3.5.** [8] The vague number \( \tilde{V}_{t_{\tilde{V}}, f_{\tilde{V}}} \) is called a triangular vague number, if

\[
t_{\tilde{V}}(u) = \begin{cases} \frac{u - a_1}{a_2 - a_1} & \text{if } a_1 \leq u \leq a_2 \\ \frac{a_3 - u}{a_3 - a_2} & \text{if } a_2 \leq u \leq a_3 \\ 0 & \text{if otherwise} \end{cases},
\]

\[
1 - f_{\tilde{V}}(u) = \begin{cases} \frac{u - a_1}{a_2 - a_1} & \text{if } a_1 \leq u \leq a_2 \\ \frac{a_3 - u}{a_3 - a_2} & \text{if } a_2 \leq u \leq a_3 \\ 0 & \text{if otherwise} \end{cases}.
\]

where \( w \in [1, \infty) \). We denote such a vague number by \( \tilde{V} = (a_1, a_2, a_3, w)_T \).

### 3.1 Octagonal vague numbers

An Octagonal vague number denoted by \( \tilde{A}_w \) is defined to be the ordered quadruple \( \tilde{A}_w = (l_1(r), s_1(t), s_2(t), l_2(r)) \) for \( r \in [0, K] \) and \( t \in [K, W] \) where
• $l_1(r)$ is a bounded left continuous non decreasing function over $[0, w_1]$, \quad $0 \leq w_1 \leq K$

• $s_1(r)$ is a bounded left continuous non decreasing function over $[K, w_2]$, \quad $K \leq w_2 \leq W$

• $s_2(r)$ is a bounded left continuous non decreasing function over $[K, w_2]$, \quad $K \leq w_2 \leq W$

• $l_2(r)$ is a bounded left continuous non decreasing function over $[0, w_1]$, \quad $0 \leq w_1 \leq K$

A fuzzy number $\tilde{A}$ is a normal octagonal vague number denoted by $(a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8)$ where $a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8$ are real numbers and its membership function is given below

\[
t_\tilde{V}(u) = \begin{cases} 
0 & a \leq a_1 \\
\frac{a-a_1}{w(a_2-a_1)} & a_1 \leq a \leq a_2 \\
k & a_2 \leq a \leq a_3 \\
k + (1-k) \frac{a-a_3}{w(a_4-a_3)} & a_3 \leq a \leq a_4 \\
k & a_4 \leq a \leq a_5 \\
k + (1-k) \frac{a-a_5}{w(a_6-a_5)} & a_5 \leq a \leq a_6 \\
k & a_6 \leq a \leq a_7 \\
k + (1-k) \frac{a-a_7}{w(a_8-a_7)} & a_7 \leq a \leq a_8 \\
0 & a > a_8 
\end{cases}
\]

\[
1 - f_\tilde{V}(u) = \begin{cases} 
0 & a \leq a_1 \\
\frac{a-a_1}{w(a_2-a_1)} & a_1 \leq a \leq a_2 \\
k & a_2 \leq a \leq a_3 \\
k + (1-k) \frac{a-a_3}{w(a_4-a_3)} & a_3 \leq a \leq a_4 \\
k & a_4 \leq a \leq a_5 \\
k + (1-k) \frac{a-a_5}{w(a_6-a_5)} & a_5 \leq a \leq a_6 \\
k & a_6 \leq a \leq a_7 \\
k + (1-k) \frac{a-a_7}{w(a_8-a_7)} & a_7 \leq a \leq a_8 \\
0 & a > a_8 
\end{cases}
\]

Where $0 < k < 1$. According to the above definition, the normal octagonal vague number $\tilde{A}$ is the ordered quadruple $(l_1(r), s_1(t), s_2(t), l_2(r))$ for $r \in [0, K]$ and $t \in [K, 1]$ where

\[
t_{l_1}(r) = K \left( \frac{r - a_1}{w(a_2 - a_1)} \right), \quad 1 - f_{l_1}(r) = K \left( \frac{r - a_1}{a_2 - a_1} \right), \quad t_{s_1}(t) = K + (1-K) \left( \frac{t - a_3}{w(a_4 - a_3)} \right), \\
1 - f_{s_1}(t) = K + (1-K) \left( \frac{a_6 - t}{a_6 - a_5} \right), \quad t_{s_2}(t) = K + (1-K) \left( \frac{a_6 - t}{w(a_6 - a_5)} \right), \\
1 - f_{s_2}(t) = K + (1-K) \left( \frac{a_6 - t}{w(a_6 - a_5)} \right), \quad t_{l_2}(r) = K \left( \frac{a_8 - r}{w(a_8 - a_7)} \right), \\
1 - f_{l_2}(r) = K \left( \frac{a_8 - r}{a_8 - a_7} \right)
\]

\[
\tilde{l_1}(r)_{\alpha_1} = \left[w \left( \frac{\alpha_1}{K} \right)(a_2 - a_1) + a_1, a_3 - w \left( \frac{\alpha_1}{K} \right)(a_3 - a_2) \right] \\
\tilde{l_1}(r)_{\alpha_f} = \left[w \left( \frac{\alpha_f}{K} \right)(a_2 - a_1) + a_1, a_3 - w \left( \frac{\alpha_f}{K} \right)(a_3 - a_2) \right] \\
\tilde{l_2}(r)_{\alpha_1} = \left[w \left( \frac{\alpha_1}{K} \right)(a_8 - a_7) + a_7, a_8 - w \left( \frac{\alpha_1}{K} \right)(a_8 - a_7) \right] \\
\tilde{l_2}(r)_{\alpha_f} = \left[w \left( \frac{\alpha_f}{K} \right)(a_8 - a_7) + a_7, a_8 - w \left( \frac{\alpha_f}{K} \right)(a_8 - a_7) \right] \\
\tilde{s_1}(t)_{\alpha_1} = \left[w \left( \frac{\alpha_1 - K}{1 - K} \right)(a_4 - a_3) + a_3, a_4 - w \left( \frac{\alpha_4 - K}{1 - K} \right)(a_4 - a_3) \right] \\
\tilde{s_1}(t)_{\alpha_f} = \left[w \left( \frac{\alpha_f - K}{1 - K} \right)(a_4 - a_3) + a_3, a_4 - w \left( \frac{\alpha_f - K}{1 - K} \right)(a_4 - a_3) \right]
\]
Figure 2: Membership functions of an octagonal vague number.

\[ \tilde{s}_2(t)_{a_1} = \left[ w \left( \frac{\alpha_1 - K}{1 - K} \right) (a_6 - a_5) + a_5, a_6 - w \left( \frac{\alpha_1 - K}{1 - K} \right) (a_6 - a_5) \right] \]

\[ \tilde{s}_2(t)_{a_f} = \left[ \left( \frac{\alpha_f - K}{1 - K} \right) (a_6 - a_5) + a_5, a_6 - \left( \frac{\alpha_f - K}{1 - K} \right) (a_6 - a_5) \right] \]

Let \( \tilde{A} = (a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8) \) and \( \tilde{B} = (b_1, b_2, b_3, b_4, b_5, b_6, b_7, b_8) \) be two normal octagonal fuzzy numbers therefore algebraic operations using the alpha-cut are as follows:

\[ \tilde{A}_{a_1}^{U} = \left[ w \left( \frac{\alpha_1}{K} \right) (a_2 - a_1) + a_1, w \left( \frac{\alpha_1 - K}{1 - K} \right) (a_4 - a_3) + a_3, w \left( \frac{\alpha_1 - K}{1 - K} \right) (a_6 - a_5) + a_5, w \left( \frac{\alpha_1}{K} \right) (a_8 - a_7) + a_7 \right] \]

\[ \tilde{B}_{a_1}^{U} = \left[ w \left( \frac{\alpha_1}{K} \right) (b_2 - b_1) + b_1, w \left( \frac{\alpha_1 - K}{1 - K} \right) (b_4 - b_3) + b_3, w \left( \frac{\alpha_1 - K}{1 - K} \right) (b_6 - b_5) + b_5, w \left( \frac{\alpha_1}{K} \right) (b_8 - b_7) + b_7 \right] \]

\[ \tilde{A}_{a_f}^{U} = \left[ a_3 - w \left( \frac{\alpha_f}{K} \right) (a_3 - a_2), a_4 - w \left( \frac{\alpha_f - K}{1 - K} \right) (a_4 - a_3), a_6 - w \left( \frac{\alpha_f - K}{1 - K} \right) (a_6 - a_5), a_8 - w \left( \frac{\alpha_f}{K} \right) (a_8 - a_7) \right] \]

\[ \tilde{B}_{a_f}^{U} = \left[ b_3 - w \left( \frac{\alpha_f}{K} \right) (b_3 - b_2), b_4 - w \left( \frac{\alpha_f - K}{1 - K} \right) (b_4 - b_3), b_6 - w \left( \frac{\alpha_f - K}{1 - K} \right) (b_6 - b_5), b_8 - w \left( \frac{\alpha_f}{K} \right) (b_8 - b_7) \right] \]

\[ \tilde{A}_{a_f}^{L} = \left[ \left( \frac{\alpha_f}{K} \right) (a_2 - a_1) + a_1, \left( \frac{\alpha_f - K}{1 - K} \right) (a_4 - a_3) + a_3, \left( \frac{\alpha_f - K}{1 - K} \right) (a_6 - a_5) + a_5, \left( \frac{\alpha_f}{K} \right) (a_8 - a_7) + a_7 \right] \]

\[ \tilde{B}_{a_f}^{L} = \left[ \left( \frac{\alpha_f}{K} \right) (b_2 - b_1) + b_1, \left( \frac{\alpha_f - K}{1 - K} \right) (b_4 - b_3) + b_3, \left( \frac{\alpha_f - K}{1 - K} \right) (b_6 - b_5) + b_5, \left( \frac{\alpha_f}{K} \right) (b_8 - b_7) + b_7 \right] \]

\[ \tilde{A}_{a_f}^{U} = \left[ a_3 - \left( \frac{\alpha_f}{K} \right) (a_3 - a_2), a_4 - \left( \frac{\alpha_f - K}{1 - K} \right) (a_4 - a_3), a_6 - \left( \frac{\alpha_f - K}{1 - K} \right) (a_6 - a_5), a_8 - \left( \frac{\alpha_f}{K} \right) (a_8 - a_7) \right] \]

\[ \tilde{B}_{a_f}^{U} = \left[ b_3 - \left( \frac{\alpha_f}{K} \right) (b_3 - b_2), b_4 - \left( \frac{\alpha_f - K}{1 - K} \right) (b_4 - b_3), b_6 - \left( \frac{\alpha_f - K}{1 - K} \right) (b_6 - b_5), b_8 - \left( \frac{\alpha_f}{K} \right) (b_8 - b_7) \right] \]

### 3.2 Ranking of octagonal vague numbers

The characteristics of a system can be described by its membership function. Since input information is ambiguous, and in decision-making problems, the value and importance of different options are expressed as vague numbers. Therefore, by using the robust ranking technique, the validity relative to each of the mentioned alternatives is demonstrated.
Remark 3.6. The measure of an octagonal vague number is obtained by the average of the two vague side areas, left side area and right side area, from the membership function to axis. Robust ranking technique which satisfies compensation, linearity, and additively properties and provides results which are consistent with human intuition.

Definition 3.7. Let $\bar{A}$ be a normal octagonal vague number. The value $R(\bar{A}_n)$ called the measure of $\bar{A}$ is calculated as follows:

$$R(\bar{A}_n) = \int_{0}^{1} (0.5) \left[ \bar{I}_1(r)_{\alpha_1}, \bar{I}_1(r)_{\alpha_1} \right] \, da + \int_{0}^{1} (0.5) \left[ \bar{s}_1(r)_{\alpha_1}, \bar{s}_1(r)_{\alpha_1} \right] \, da$$

$$R(\bar{A}_n) = \int_{0}^{1} (0.5) \left[ \bar{I}_2(r)_{\alpha_1}, \bar{I}_2(r)_{\alpha_1} \right] \, da + \int_{0}^{1} (0.5) \left[ \bar{s}_2(r)_{\alpha_1}, \bar{s}_2(r)_{\alpha_1} \right] \, da$$

$$R(\bar{A}_f) = \int_{0}^{1} (0.5) \left[ \bar{I}_1(r)_{\alpha_f}, \bar{I}_1(r)_{\alpha_f} \right] \, df + \int_{0}^{1} (0.5) \left[ \bar{s}_1(r)_{\alpha_f}, \bar{s}_1(r)_{\alpha_f} \right] \, df$$

$$R(\bar{A}_f) = \int_{0}^{1} (0.5) \left[ \bar{I}_2(r)_{\alpha_f}, \bar{I}_2(r)_{\alpha_f} \right] \, df + \int_{0}^{1} (0.5) \left[ \bar{s}_2(r)_{\alpha_f}, \bar{s}_2(r)_{\alpha_f} \right] \, df$$

4 Vague branch and bound algorithm for $n$ jobs and 2 workstations

Branch and bound is an optimization algorithm for discrete and synthetic optimization problems. A branch-and-bound algorithm includes a material tab of entrant out by the remedy of state space search: the set of entrant solutions is the notion of as unifying a rooted tree with the full set at the root. The algorithm prospect branches of the tree, which represent subsets of the solution set. Before counting the candidate solutions of a branch, the branch is checked versus upper and lower assessment bounds on the optimal solution and is quit if it cannot produce a better solution than the best one found so far by the algorithm. To include vagueness in the algorithm, the vague processing times are used and their lower bounds are also expressed as vague numbers and a comparison of these vague numbers are done by finding the measure found in equation $R(\bar{A}_n)$ to be used as the performance criterion. Next, the modified vague branch and bound algorithm is composed.

4.1 Vague branch and bound algorithm

Step 1: Calculate vague lower bound for the 2 machine vague makespan problem:

$$\bar{LB}(S_r)_{\alpha_1} = \max \left\{ \bar{CT}1_{S'_r}(S_r)_{\alpha_1}(+)S'_r(+)\bar{P}_{1\alpha_1}(+)\min \bar{P}_{2\alpha_1} \right\}$$

$$\bar{LB}(S_r)_{\alpha_f} = \max \left\{ \bar{CT}1_{S'_r}(S_r)_{\alpha_f}(+)S'_r(+)\bar{P}_{1\alpha_f}(+)\min \bar{P}_{2\alpha_f} \right\}$$

where

$\bar{P}_{ij}$: The vague processing time of the $i^{th}$ job in the $j^{th}$ machine.

$S'_r$: The set of $(n-r)$ jobs yet to be assigned to the machines.

$\bar{CT}K$: The vague completion time of the last job in the sequence $S_r$ at the machine $K$.

$+$: Refers to fuzzy addition.

$\bar{LB}$: The lower bounds.

Step 2: After that the vague lower bound values for nodes are calculated, branching is done from the lowest bound to form new nodes for all unscheduled jobs. This process is continued till all the jobs are scheduled. Calculate the lower bounds $LB = \left\{ LB(1), LB(2), LB(3) \right\}$.

Step 3: To find the minimum vague numbers, the generalized mean value (GMV) of these numbers are calculated and the vague number with the smallest GMV is considered as the smallest. If two vague numbers have the same
GMVs, to break the tie, the spread is calculated for each vague number as given in step 2 and the number with the smaller spread is adjudged to be the smallest.

**Step 4:** After calculating the maximum, now to determine which node to branch from, we have to find the minimum of \(LB(1), LB(2), LB(3)\) using the GMVs.

**Step 5:** Calculate the new completion times of the partial sequence \(S_r\).

**Step 6:** The vague completion time is computed for the last job in the sequence \(S_r\) at machine1, machine 2 and, \(CTK(s_r)\).

**Step 7:** Using the new completion time, fuzzy lower bounds for partial sequences following the steps above is repeated and recalculated.

**Step 8:** The vague makespan must be calculated as the maximum of the job completion times using a ranking method. The vague waiting, processing and completion times for each of the job sequences are calculated. Negative portions of the vague numbers are deleted since it is not realistic.

### 5 Numerical example

Consider a system that includes two machines and three jobs. As we have seen, we use the vague numbers in this process, using the octagonal processing times. The data is as shown in the table below.

**Table 1: Input Data**

<table>
<thead>
<tr>
<th>Job</th>
<th>Machine 1</th>
<th>Machine 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>(12, 14, 16, 18, 20, 22, 24, 26)</td>
</tr>
<tr>
<td>2</td>
<td>B</td>
<td>(10, 12, 14, 16, 18, 20, 22, 24)</td>
</tr>
<tr>
<td>3</td>
<td>C</td>
<td>(7, 9, 11, 13, 15, 17, 19, 21)</td>
</tr>
</tbody>
</table>

Given the input data, the vague data is presented in table 2, which is obtained from relations (4 and 6). Throughout this illustration, we have taken the value of \(k = 0.75\) and \(w = 2\) for octagonal numbers and the first level of vague lower bounds is calculated as shown in table 3.

**Table 2: Vague data**

<table>
<thead>
<tr>
<th>No</th>
<th>LB(1)</th>
<th>LB(2)</th>
<th>LB(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.8, 26.4, 28.0</td>
<td>25.2, 26.4, 28.0</td>
<td>25.6, 26.8, 28.8</td>
</tr>
<tr>
<td>2</td>
<td>26.8, 28.4, 30.0</td>
<td>27.2, 28.4, 30.0</td>
<td>27.6, 28.8, 31.0</td>
</tr>
<tr>
<td>3</td>
<td>28.8, 30.4, 32.0</td>
<td>29.2, 30.4, 32.0</td>
<td>29.6, 31.0, 32.0</td>
</tr>
</tbody>
</table>

**Table 3: Lower Bounds**

The minimum values and the updated completion times are computed according to the steps of the modified branch and bound algorithm as presented in tables 4 and 5.
Table 4: Minimum Values

<table>
<thead>
<tr>
<th>$s_t$</th>
<th>$\alpha_t$</th>
<th>$LB(S_t)_{LB}$</th>
<th>$\alpha_f$</th>
<th>$LB(S_t)_{LB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.15</td>
<td>[40, 34, 4, 34, 76, 41, 35, 5, 36, 73, 2]</td>
<td>0.55</td>
<td>[40, 1, 45, 6, 56, 8, 70, 1, 45, 49, 8, 66, 79, 4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td>[41, 48, 58, 71, 46, 50, 67, 74]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
<td>[41, 6, 40, 4, 60, 4, 71, 6, 45, 4, 45, 6, 62, 8, 75]</td>
</tr>
<tr>
<td>13</td>
<td>0.15</td>
<td>[33, 24, 2, 26, 2, 69, 4, 35, 34, 2, 37, 1, 72]</td>
<td>0.55</td>
<td>[33, 1, 40, 6, 54, 2, 69, 1, 36, 2, 46, 3, 60, 1, 73, 6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td>[34, 43, 55, 70, 39, 48, 60, 76]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
<td>[34, 6, 45, 55, 2, 71, 1, 40, 1, 49, 5, 56, 4, 7, 5]</td>
</tr>
<tr>
<td>21</td>
<td>0.30</td>
<td>[23, 4, 28, 4, 37, 47, 4, 25, 33, 41, 52, 5]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>23</td>
<td>0.30</td>
<td>[28, 4, 35, 6, 43, 6, 48, 4, 32, 5, 39, 6, 48, 7, 51, 4]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>41</td>
<td>0.45</td>
<td>[24, 4, 28, 6, 36, 6, 41, 4, 27, 6, 33, 40, 8, 49, 1]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32</td>
<td>0.45</td>
<td>[20, 4, 23, 4, 34, 4, 34, 4, 23, 10, 2, 44, 51, 2]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>125</td>
<td>0.15</td>
<td>[46, 4, 24, 2, 40, 2, 83, 4, 52, 3, 47, 49, 2, 87, 5]</td>
<td>0.55</td>
<td>[63, 6, 100, 8, 131, 8, 94, 6, 46, 6, 69, 9, 8, 66, 98, 4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td>[62, 7, 85, 39, 93, 69, 79, 89, 99]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
<td>[62, 7, 52, 8, 28, 9, 31, 8, 70, 40, 4, 93, 2, 99, 7]</td>
</tr>
<tr>
<td>112</td>
<td>0.15</td>
<td>[46, 8, 52, 8, 67, 83, 8, 50, 59, 3, 71, 9, 90, 1]</td>
<td>0.55</td>
<td>[62, 8, 75, 2, 88, 2, 94, 3, 94, 79, 92, 4, 98]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td>[52, 62, 75, 83, 58, 68, 80, 88]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
<td>[60, 8, 68, 8, 81, 8, 91, 8, 65, 9, 71, 2, 85, 96, 6]</td>
</tr>
<tr>
<td>218</td>
<td>0.30</td>
<td>[53, 6, 90, 8, 103, 8, 84, 6, 66, 1, 92, 8, 105, 7, 97]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>241</td>
<td>0.30</td>
<td>[52, 8, 65, 2, 79, 2, 83, 8, 55, 8, 54, 1, 92, 4]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>312</td>
<td>0.45</td>
<td>[56, 8, 58, 8, 71, 8, 81, 8, 52, 6, 68, 5, 76, 8, 80, 6]</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>321</td>
<td>0.45</td>
<td>[58, 8, 69, 2, 82, 9, 56, 8, 68, 2, 74, 1, 88, 101, 7]</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5: New Completion Times

Thus, the optimal sequence is $s_t = 1 - 3 - 2$, the final solutions are shown in table 6.

Table 6: The Optimal Solutions

Regarding the data analysis, we find that in the vague case, considering the weight factor, the selection conditions become harder and many states occur. Also, if the weighting factor is not considered, it only creates one choice, that is, in the branching a different selection in alpha cut is created. But, when the weight factor is not included, branching in alpha cut is differently created. Also, the CPU time for the calculations is about 495 seconds for the parameters setting of the proposed example. Managers take the most optimal decisions based on the corresponding conditions.

6 Conclusions

The branch and bound algorithm was discussed for flow-shop scheduling problem using vague octagon numbers. The processing time of the job was considered uncertain, which allows the decision maker to take into account unlimited information and make the best decisions. The proposed problem of a flow-shop scheduling was first modeled in vague environment. Then, as for a solution algorithm, branch and bound was modified so that vague computations were included into the algorithm. In past researches, parameters of flow-shop scheduling were mostly considered as fuzzy
numbers and to the best of our knowledge vague flow-shop scheduling using vague branch and bound is novel. The results of the implementation using the modified vague branch and band helped the decision makers to improve the decisions in uncertain environments by considering different setting of vague parameters choices.

For further studies, one can handle larger sizes problems to analyze the efficiency of the algorithm. Also, including vague failure rate for machines in the model can be studied. Another direction is to develop the proposed vague branch and bound algorithm for 0/1 integer programming and multi-objective one.
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