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Abstract

Due to the complexities of objects and the vagueness of the human mind, it has attracted considerable attention from researchers studying fuzzy classification algorithms. In this paper, we propose a concept of fuzzy relative entropy to measure the divergence between two fuzzy sets. Applying fuzzy relative entropy, we prove the conclusion that patterns with high fuzziness are close to the classification boundary. Thus, it plays a great role in classification problems that patterns with high fuzziness are classified correctly. Meanwhile, we draw a conclusion that the fuzziness of a pattern and the uncertainty of its class label are equivalent. As is well known, entropy not only measures the uncertainty of random variable, but also represents the amount of information carried by the variable. Hence, a fuzzy classifier with high fuzziness would carry much information about training set. Therefore, in addition to some assessment criteria such as classification accuracy, we could study the classification performance from the perspective of the fuzziness of classifier. In order to try to ensure the objectivity in dealing with unseen patterns, we should make full use of information of the known pattern set and do not make too much subjective assumptions in the process of learning. Consequently, for problems with rather complex decision boundaries especially, under the condition that a certain training accuracy threshold is maintained, we demonstrate that a fuzzy classifier with high fuzziness would have a well generalization performance.
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1 Introduction

Classification is one of the most well-known tasks in supervised learning and data mining\cite{2, 3, 13}. This is fundamental to many application domains like computer vision, decision making, information retrieval, natural language processing, bioinformatics, pattern recognition, etc. Classification refers to predicting the class label \(y (y \in C)\) of a pattern \(x (x \in X)\) based on its features. Here \(C\) is the space of class labels, and \(X\) is the space of patterns. There is a comprehensive introduction to many popular classification methods in literatures\cite{13, 12}. When \(C = \{y_1, y_2\}\), this is an important kind of classification problems, called binary classification.

We assume that there is some “correct” labeling function, \(F : X \rightarrow C\), and for all \(i\), \(c_i = F(x_i)\), where \(x_i \in X\), \(c_i \in C\). However, the labeling function \(F\) is unknown for learners. In fact, this is just what the learners try to find out. A classification algorithm \(f\) is obtained by learning training set \(S\) which has a distribution identical to the distribution of \(X\). The goal of the algorithm is to minimize the error between \(F\) and \(f\). Since we don’t know what \(F\) is, the true error is not directly available. The training error — the error between \(F\) and \(f\) over the training set— can be used as an indicator to estimate the performance of \(f\) \cite{27}. However, our ultimate goal is to predict unseen pattern over \(X\) by \(f\). The ability of \(f\) predicting unseen data is called generalization ability. That is to say, the purpose of learning training set is to acquire a classifier with better generalization performance. Actually, a classification algorithm with lower training error does not imply that it has a better generalization. Sometimes, an algorithm with lower training error may occur overfitting. There are many studies on the generalization abilities of classifiers being expressed from different points of view\cite{29, 2, 1, 13, 11, 23, 23}.
Crisp classifiers which the result is or isn’t a member of one class ignore the differences among various patterns (the differences exist, though these patterns belong to the same class). Although they have obtained significant achievements, they appear powerless for some types of problems. Especially, the problems are imprecise and indefinite naturally. Since fuzzy sets theory was introduced by Zadeh [57], a new vitality is endowed to the research of that problems. Researchers have found numerous ways to utilize this theory to generalize existing techniques and to develop new algorithms in pattern recognition and decision analysis [11, 13, 31, 5]. In literature [5], Bezdek comes up with fuzzy classification algorithms. The output of an input pattern by a fuzzy classifier is a fuzzy set vector of which each component represents the membership degree of the input pattern belonging to the corresponding class. A great deal of fuzzy classification algorithms have been proposed [20, 24, 22, 21, 10] and applied to a variety of fields [1, 25, 28]. And better results have been acquired.

As is well known, patterns near the classification boundary are easily misclassified. In order to get a classifier with good classification performance, many classification algorithms attempt to learn the borderline of each class as exactly as possible in the process of learning training set [11, 26, 31, 52, 54, 58]. For some types of problems, the classification boundaries are easy to determine, and even could be expressed by formulas explicitly. As a matter of fact, for most classification problems, the boundaries are quite complex or cannot be clearly delineated. According to the conclusion that patterns with high fuzziness are close to the classification boundary, we should consider the fuzziness of patterns rather than decision boundaries directly.

One focal point of this article is the conclusion that the fuzziness of a pattern and the uncertainty of its class label are equivalent. Namely, the higher fuzziness a fuzzy set is, the larger uncertainty it is. As is well known, entropy not only measures the uncertainty of random variable, but also represents the amount of information carried by the variable [5]. Therefore, a fuzzy set with high fuzziness carries much information. It is universally known that patterns near the boundaries contain information about two or more different classes. This theoretically explains why the decision boundary pattern points have the maximum fuzziness. Furthermore, a fuzzy classifier with high fuzziness would carry much information about training set. In order to try to ensure the objectivity in dealing with unseen patterns, we should make full use of information of the known pattern set and do not make too much subjective assumptions in the process of learning. Consequently, for problems with rather complex decision boundaries especially, under the condition that a certain training accuracy threshold is maintained, we demonstrate that a fuzzy classifier with high fuzziness would have a well generalization performance.

In order to measure the divergence between two fuzzy sets, we propose a concept of fuzzy relative entropy. Fuzzy relative entropy $F(\mu(x)||\nu(x))$ indicates the invalidity of substituting fuzzy set $\nu(x)$ for $\mu(x)$. Applying fuzzy relative entropy, we prove the conclusion that a pattern with high fuzziness is close to the classification boundary. Through the study of this article, in the process of learning fuzzy classifiers, beside of some assessment criteria such as classification accuracy, it is known that from the perspective of fuzziness of classifiers we should study their classification performance.

The paper is organized as following: in section 2, basic concepts and definitions are given. In section 3, we not only discuss the relationship between the fuzziness of patterns and the decision boundary, but also analyze the influence of fuzziness of fuzzy classifier on classification performance. Numerical experiments of our relevant conclusions are presented in section 4. This further demonstrates our conclusions. Section 5 concludes this article with recommendations of further study.

2 Definition and preliminaries

In this section we introduce some basic concepts required for subsequent development of the theory.

2.1 Fuzzy set and its fuzziness

Fuzzy set is a generalization of the crisp set that is well known to math and engineering students. Let $X = \{x_1, x_2, \cdots, x_m\}$ be a finite domain of pattern points set. A characteristic function of set $A$ defined on domain $X$ assumes the following form:

$$A(x_i) = \begin{cases} 1 & \text{if } x_i \in A, \\ 0 & \text{if } x_i \notin A. \end{cases}$$

Characteristic functions $A : X \rightarrow \{0, 1\}$ induce a constraint with well-defined boundaries on the elements of the domain $X$ that can be assigned to a set $A$. The fundamental idea of fuzzy set is to relax this requirement by admitting intermediate values of class membership [57][11].

Definition 2.1. A fuzzy set $A$ is described by a membership function mapping the elements of domain $X$ to the unit interval $[0, 1]$, $\mu_A : X \rightarrow [0, 1]$.

Fuzzy set $A$ can be considered as a set of the form $\{\mu_A(x_1), \mu_A(x_2), \cdots, \mu_A(x_m)\}$, where $\mu_A(x_i)$ denotes the corresponding degree of membership of $x_i$. The nearer the value of $\mu_A(x)$ to 1, the higher the degree of membership of $x$ in $A$. If $\forall x_i \in X$, $\mu_A(x_i) = 1$ or $\mu_A(x_i) = 0$, i.e., $x_i$ does or does not belong to $A$. Hence, $\mu_A(x_i)$ reduces to the familiar characteristic function of a
set \( A \) that is a crisp set. The membership functions are therefore synonymous of fuzzy sets. In a nutshell, membership functions generalize characteristic function in some way as fuzzy sets generalize sets.

Fuzzy set theory deals with ambiguity and imprecision of certain sets. For every fuzzy set, a measure of the degree of its “fuzziness” should be introduced. Let \( R^* = [0, +\infty) \), \( X \) is the domain set. \( F(X) \) consists of all fuzzy set of \( X \). \( \mu_A(x) \) is the membership function of \( A \in F(X) \). The fuzziness of a fuzzy set could be measured by fuzzy entropy. Similar to Shannon’s entropy, the fuzzy entropy of a finite fuzzy set \( A \) can be defined as follows \[55\].

**Definition 2.2.** Let \( A = (\mu_1, \mu_2, \cdots, \mu_m) \) be a fuzzy set. The fuzziness of \( A \) can be defined as

\[
e(\mathcal{A}) = -\frac{1}{m} \sum_{i=1}^{m} (\mu_i \log \mu_i + (1 - \mu_i) \log(1 - \mu_i))
\]

(1)

The fuzziness of a fuzzy set defined by formula (1) attains its minimum when every element absolutely belongs to the fuzzy set or absolutely does not, i.e. \( \mu_i = 1 \) or \( \mu_i = 0 \), \( \forall i \in [1, 2, \cdots, m] \). The fuzziness attains its maximum when the membership degree of each element is equal to 0.5, i.e. \( \mu_i = 0.5 \), \( i = 1, 2, \cdots, m \).

### 2.2 Fuzziness of fuzzy classifier

Fuzzy classification algorithm is an important application of fuzzy set theory \[8\]. Let \( x \) be a pattern vector in the domain \( X = \{x_1, x_2, \cdots, x_m\} \) and \( C = \{y_1, \cdots, y_c\} \) be a set of class labels. In this paper, we consider the fuzzy classifier of which the output for an input pattern \( x \in X \) is membership degree in each class. Namely, every component of this output vector describes the degree of membership that \( x \) belongs to corresponding class. The output vector could be denoted by \( \mu(x) = (\mu_1(x), \cdots, \mu_c(x))^T \), satisfying \( \sum_{i=1}^{c} \mu_i(x) = 1 \). Compared to the crisp classifier, the advantage of fuzzy version is that no arbitrary assignment is made. Moreover, the pattern point’s membership values provide a level of assurance to conform the resultant classification.

Given a set of training patterns \( S = \{(x_1, \omega_1), (x_2, \omega_2), \cdots, (x_m, \omega_m)\}, \omega_i \in C, i = 1, \cdots, m \), a fuzzy partition of these patterns assigns the degree of membership of each sample in each of the \( c \) classes. The partition can be described by a membership matrix \( M = (\mu_i)_{c \times m} \), where \( \mu_{ij} \) denotes the membership degree of the \( j \)-th pattern \( x_j \) belonging to the \( i \)-th class. The elements in the membership matrix satisfy the following properties:

\[
a) \ \mu_{ij} \in [0, 1], \quad b) \ \sum_{i=1}^{c} \mu_{ij} = 1, \quad c) \ 0 \leq \sum_{j=1}^{m} \mu_{ij} \leq m.
\]

(2)

Thus, if we have completed the training procedure of a classifier, we could obtain membership degree matrix \( M \) upon the \( m \) training patterns. For the \( j \)-th pattern \( x_j \), the trained classifier will give an output vector represented as a fuzzy set \( \mu_j = (\mu_{1j}, \mu_{2j}, \cdots, \mu_{cj})^T \). Based on formula (1), the fuzziness of the classifier on \( x_j \) is given by

\[
e(\mu_j) = -\frac{1}{c} \sum_{i=1}^{c} (\mu_{ij} \log \mu_{ij} + (1 - \mu_{ij}) \log(1 - \mu_{ij}))
\]

(3)

Therefore, the fuzziness of the trained classifier can be defined as follows.

**Definition 2.3.** Let the membership degree matrix of a fuzzy classifier on \( m \) training patterns with \( c \) classes be \( M = (\mu_{ij})_{c \times m} \). The fuzziness of this classifier is given by

\[
e(M) = -\frac{1}{mc} \sum_{j=1}^{m} \sum_{i=1}^{c} (\mu_{ij} \log \mu_{ij} + (1 - \mu_{ij}) \log(1 - \mu_{ij}))
\]

(4)

Equation (4) defines the fuzziness of a trained fuzzy classifier. It plays a central role in investigating the performance of fuzzy classifiers. From definition 2.3, we could obtain that the fuzziness of a trained fuzzy classifier is the averaged fuzziness of the classifier’s fuzzy outputs on all training patterns. Actually, it is more reasonable that the definition of a classifier’s fuzziness should be in the entire sample space containing training patterns and unseen testing patterns. Nevertheless, the fuzziness for unseen patterns is generally unknown. But, for any supervised learning problem, a well-known assumption is that the training patterns have a distribution identical to the distribution of patterns in the entire space. Therefore, we use formula (4) as the definition of a classifier’s fuzziness.

In order to further understanding fuzzy classifier, fuzzy \( K \)-nearest neighbor (K-NN) algorithm is introduced as an example.
Example 2.4. The training set is $S$ which has mentioned above. Before utilizing fuzzy classifier, a fuzzy partition of these labeled training patterns should be made, and a membership degree matrix $M = (\mu_{ij})_{cxm}$ is obtained. For instance, one of the fuzzy partition method is K-NN rule. For any labeled pattern $x_j$, say $x_j$ in $t$-th class, we can find the $K$ nearest neighbors of $x_j$ in $S$. Then membership degree in each class is assigned according to the following equation:

$$
\mu_{ij} = \begin{cases} 
0.51 + (n_i / K) \times 0.49, & \text{if } i = t \\
(n_i / K) \times 0.49, & \text{if } i \neq t 
\end{cases}
$$

(5)

Where $n_i$ is the number of the neighbors found belong to the $i$-th class. According to equation (5), we could calculate the membership degree matrix $M = (\mu_{ij})_{cxm}$.

In fuzzy K-NN algorithm, it must be searched $K$ the nearest neighbors of an unseen pattern from the labeled pattern set. On the basis of the membership matrix $M = (\mu_{ij})_{cxm}$, the class membership degree of a pattern $x$ is calculated by the equation (6).

$$
\mu_i(x) = \frac{\sum_{j=1}^{K} \mu_{ij} ||x - x_j||^{-2(m-1)}}{\sum_{j=1}^{K} ||x - x_j||^{-2(m-1)}}
$$

(6)

Then $\mu(x) = (\mu_1(x), \mu_2(x), \cdots, \mu_c(x))^T$ is a membership degree vector of pattern $x$ belonging to each class. As it shown in (6), the assigned membership degrees of $x$ are influenced by the inverse of the distance from the $K$ nearest neighbors and their class membership degrees. The inverse distance provides to weight a pattern vector’s membership degree more if it is closer and less if it is farther from the considered pattern vector. The variable $m$ determines how heavily the distance is weighted, when we compute each neighbor’s contribution on the value of membership degree.

2.3 Entropy and relative entropy

In order to explore the relationship between the fuzziness of a pattern and the uncertainty of a random variable. Let us introduce the concepts of entropy and relative entropy [9].

The entropy of a random variable measures the uncertainty of the random variable. Let $X$ be a discrete random variable with $\mathcal{X}$ and probability density function $p(x) = Pr(X = x), x \in \mathcal{X}$.

Definition 2.5. The entropy $H(X)$ of a discrete random variable $X$ is defined as

$$
H(X) = - \sum_{x \in \mathcal{X}} p(x) \log p(x)
$$

(7)

We use the convention that $0 \log 0 = 0$, which is justified by continuity since $x \log x \to 0$ as $x \to 0$. It does not change the entropy when terms of zero probability is added.

The relative entropy is a measure of the “distance” between two distributions.

Definition 2.6. The relative entropy between two probability density functions $p(x)$ and $q(x)$ is defined as

$$
D(p||q) = \sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)}
$$

(8)

In the definition (8), we use the convention that $0 \log \frac{0}{0} = 0$, the convention that $0 \log \frac{0}{q} = 0$ and $p \log \frac{p}{0} = \infty$. Thus, if there is any symbol $x \in \mathcal{X}$ such that $p(x) > 0$ and $q(x) = 0$, then $D(p||q) = \infty$.

From the formula (8), we obtain that relative entropy is not a true distance between two distributions since it is not symmetric and does not satisfy the triangle inequality principal. $D(p||q)$ is a measure of the inefficiency of presuming that the distribution is $q$ when the true distribution is $p$. Actually, we could consider that relative entropy measures the divergence between two distributions.
3 Discussion of classification performance based on fuzzy relative entropy

3.1 Fuzzy relative entropy

In a fuzzy classification problem, $U$ and $V$ are two different fuzzy classifiers on domain $X$. $C$ denotes the class labels set. For a pattern $x \in X$, the outputs by classifier $U$ and classifier $V$ can be described as $\mu(x) = (\mu_1, \mu_2, \ldots, \mu_i)^T$ and $\eta(x) = (\eta_1, \eta_2, \ldots, \eta_i)^T$ respectively. Taking fuzzy set $\mu(x)$ for example, since $\sum_{i=1}^{c} \mu_i = 1, \mu_i \in [0, 1], i = 1, \ldots, c$, we can consider fuzzy set $\mu(x)$ as conditional probability distribution $Pr(Y|X = x)$, i.e., $Pr(Y = y|X = x) = \mu_i, i = 1, \ldots, c$. Therefore, the probability that $x$ belongs to the $i$-th class is $\mu_i$ in $\mu(x)$ and $\eta_i$ in $\eta(x)$. Of course, the probability that $x$ doesn’t belong to the $i$-th class is $1 - \mu_i$ in $\mu(x)$ and $1 - \eta_i$ in $\eta(x)$. According to the definition of relative entropy, the divergence that $x$ belongs to the $i$-th class between fuzzy set $\mu(x)$ and $\eta(x)$ is

$$D(\mu_i|\eta_i) = \mu_i \log \frac{\mu_i}{\eta_i} + (1 - \mu_i) \log \frac{1 - \mu_i}{1 - \eta_i}$$

(9)

On the basis of formula (9), we can give a concept of fuzzy relative entropy between fuzzy set $\mu(x)$ and $\eta(x)$. It is defined as following.

**Definition 3.1.** Fuzzy sets $\mu(x)$ and $\eta(x)$ are as above mentioned. The fuzzy relative entropy between them is defined as

$$FD(\mu(x)||\eta(x)) = \sum_{i=1}^{c} (\mu_i \log \frac{\mu_i}{\eta_i} + (1 - \mu_i) \log \frac{1 - \mu_i}{1 - \eta_i})$$

(10)

According to formula (9), fuzzy relative entropy $FD(\mu(x)||\eta(x))$ is the sum of relative entropy $D(\mu_i|\eta_i), i = 1, 2, \ldots, c$. i.e.,

$$FD(\mu(x)||\eta(x)) = \sum_{i=1}^{c} D(\mu_i|\eta_i).$$

Therefore, the divergence between fuzzy sets $\mu(x)$ and $\eta(x)$ can be measured by fuzzy relative entropy. The fuzzy relative entropy $FD(\mu(x)||\eta(x))$ is a measure of the inefficiency of assuming that the fuzzy set is $\eta(x)$ when the true fuzzy set is $\mu(x)$. We use the convention that $0 \log \frac{0}{0} = 0, 0 \log \frac{0}{\eta} = 0$ and $p \log \frac{p}{\eta} = \infty$. Therefore, if $\exists \mu_i \in (0, 1)$ and $\eta_i \in (0, 1)$, then $FD(\mu(x)||\eta(x)) = \infty$. Therefore, suppose $\mu(x)$ is a fuzzy set even with lower fuzziness and $\eta(x)$ is a crisp set, then the divergence between $\mu(x)$ and $\eta(x)$ is infinite. The main property of fuzzy relative entropy is as follows.

**Theorem 3.2.** Let $\mu(x)$ and $\eta(x)$ be two fuzzy sets as above mentioned. Then $FD(\mu(x)||\eta(x)) \geq 0$ with equality if and only if $\mu(x) = \eta(x)$, i.e., $\mu_i = \eta_i, i = 1, \ldots, c$.

Before proving this theorem, let us introduce some relevant knowledge [9].

**Definition 3.3.** A function $f(x)$ is defined over an interval $(a, b)$. If for any $x_1, x_2 \in (a, b)$ and $0 \leq \lambda \leq 1$, we have

$$\lambda f(x_1) + (1 - \lambda) f(x_2) \leq f(\lambda x_1 + (1 - \lambda)x_2)$$

(11)

Then, function $f(x)$ is said to be concave over interval $(a, b)$. A function $f(x)$ is strictly concave if equality holds only if $\lambda = 0$ or $\lambda = 1$.

**Lemma 3.4.** (Jensen’s Inequality) If $f(x)$ is a real continuous function that is concave, and $x_i \in R, p_i \leq 0, i = 1, 2, \ldots, n$, satisfying $\sum_{i=1}^{n} p_i = 1, R$ is real number, then

$$\sum_{i=1}^{n} p_i f(x_i) \leq f(\sum_{i=1}^{n} p_i x_i)$$

(12)

The equality case holds for all linear functions.

Now, we present a proof of theorem 3.2 as follows.

**Proof.** Since $p \log \frac{p}{\eta} = \infty$, without loss of generality, let $\eta_i \neq 0$ and $\eta_i \neq 1, i = 1, \ldots, c$

$$-FD(\mu(x)||\eta(x)) = -\sum_{i=1}^{c} (\mu_i \log \frac{\mu_i}{\eta_i} + (1 - \mu_i) \log \frac{1 - \mu_i}{1 - \eta_i}) = \sum_{i=1}^{c} (\mu_i \log \frac{\eta_i}{\mu_i} + (1 - \mu_i) \log \frac{1 - \eta_i}{1 - \mu_i}) \leq \sum_{i=1}^{c} \log(\mu_i \cdot \frac{\eta_i}{\mu_i} + (1 - \mu_i) \cdot \frac{1 - \eta_i}{1 - \mu_i}) = \sum_{i=1}^{c} \log(\eta_i + (1 - \eta_i)) = 0$$

(13)

Where the inequality of (13) follows from lemma 3.4.

Because $f(x) = \log(x)$ is a strictly concave function of $x$, we have equality (13) if and only if $\frac{\eta_i}{\mu_i} = \frac{1 - \mu_i}{1 - \eta_i} = t$ ($t$ is a constant) and $\mu_i, \eta_i \in (0, 1)$, thus, $t = 1, \mu_i = \eta_i, i = 1, \ldots, c$, i.e., $\mu(x) = \eta(x)$. Hence, $FD(\mu(x)||\eta(x)) = 0$ if and only if $\mu(x) = \eta(x)$. \hfill \Box

From definition 3.1 and theorem 3.2, we can obtain that fuzzy relative entropy measures the cost of substituting fuzzy set $\mu(x)$ for fuzzy set $\eta(x)$. As we expected, the cost is always nonnegative. Furthermore, the cost is equal to zero, if and only if $\mu(x) = \eta(x)$. 


3.2 Classification boundary

The determination of decision boundaries plays a key role in classification tasks [21]. We could predict the class label of a pattern easily, when we have acquired the decision boundary. For instance, a linear classification problem, the decision boundary is described as $\omega^T x + b = 0$ by utilizing SVM classification algorithm. For a pattern $x'$, if $\omega^T x' + b > 0$, it belongs to positive class, while $\omega^T x' + b < 0$, it is attributed to negative class. From reference [32], we obtained that the classification error rate for patterns near to the decision boundary is larger than that far from the boundary. That is to say, compared with patterns far from the classification boundary, the patterns near to the boundary may be misclassified easily. Therefore, we would prefer the algorithm which could classify patterns near to the classification boundary well. It is of great significance to study the classification boundary.

For classification problems with not very complex decision boundary, some algorithms could describe the boundaries explicitly with formulas. As aforementioned linear classification problem, the decision boundary can be described as a formula by using SVM classification algorithm. However, some algorithms could not give a specific expression of classification boundary. For example, fuzzy K-NN algorithm, it only provides the locus of points of classification boundary. Between these two type of classifiers, it is difficult to say which one is better. Nevertheless, there are a lot of classification problems with complex and highly nonlinear boundaries or without an explicitly delineated boundary. In this instance, fuzzy classification algorithms which can not give a specific formula to description the decision boundary may be better. Taking binary classification problem as an example, for an input pattern $x$, the classification boundary is $\omega^T x + b = 0$. Now, we could consider pattern $x$ as a classification boundary point. Similarly, for classification problems with $c$ classes, the classification boundary is $\omega^T x + b = 0$. Let $\{\mu_1(x), \ldots, \mu_c(x)\}$ be a permutation of $\{\mu_1(x), \mu_2(x), \ldots, \mu_c(x)\}$ in decreasing order, the classification boundary is the locus $\{x : \mu_1(x) = \mu_2(x)\}$.

Entropy is a measure of uncertainty of a random variable. In $c$ classes classification tasks, let $Y$ be a random variable with set $C = \{y_1, \ldots, y_c\}$. In this paper, we focus on binary classification problems unless specified stated. For pattern $x$, $\mu(x) = (\mu_1, \mu_2)$ represents the fuzzy set of pattern $x$ by a fuzzy classifiers. As section 2.2 shows, $0 \leq \mu_1, \mu_2 \leq 1, \mu_1 + \mu_2 = 1$. Therefore, we could consider $\mu_i$ as posteriori probability $Pr(Y = y_i|x = x)$. Then, the fuzziness of $x$ is

$$e(\mu(x)) = -\frac{1}{2}(\mu_1 \log \mu_1 + (1 - \mu_1) \log(1 - \mu_1) + \mu_2 \log \mu_2 + (1 - \mu_2) \log(1 - \mu_2)) = -\mu_1 \log \mu_1 + \mu_2 \log \mu_2$$

(14)

Meanwhile, under the condition $X = x$, the uncertainty of random variable $Y$ could describe as

$$H(Y|x) = -(Pr(Y = y_1|x = x) \log Pr(Y = y_1|x = x) + Pr(Y = y_2|x = x) \log Pr(Y = y_2|x = x)) = -\mu_1 \log \mu_1 + \mu_2 \log \mu_2$$

(15)

From equations (14) and (15), we have the following conclusion.

Theorem 3.5. In binary classification problems, for pattern $x$, the two statements, the fuzziness of its fuzzy output vector and the uncertainty of its class label, are equivalent. i.e., for a pattern $x$, the larger the fuzziness is, the larger the class uncertainty is.

In two-class classification problems, pattern $x$ may be a decision boundary point when $Pr(Y = y_1|x = x) = Pr(Y = y_2|x = x) = 0.5$. At this time, from the formula (7) of the definition of entropy, $H(Y|X = x)$ attains its maximal value. Therefore, the uncertainty of class random variable $Y$ of pattern $x$ attains maximal value when $x$ is a classification boundary point.

Corollary 3.6. In binary classification problems. Suppose pattern $x$ is a boundary point. Then the uncertainty of class random variable $Y$ of the pattern $x$ attains maximal value, namely, $H(Y|x) = x$ attains maximal value, $Y \in \{y_1, y_2\}$.

According to theorem 3.5 and corollary 3.6, we obtain the following conclusion.

Corollary 3.7. The fuzziness of the output vector of an input pattern $x$ by a fuzzy classifier reaches maximal value when $x$ lies on classification boundary.

In reference [32], Wang et al. propose that the fuzziness of $x_1$ is higher than that of $x_2$ when the distance from $x_2$ to the classification boundary is larger than that from $x_1$ to the boundary. For a two-class classification problem, Wang provide a proof through Euclidean distance 1- norm between decision boundary point and pattern point.

Now, from the angle of fuzzy theory to understand the fuzziness of pattern with fuzzy output. According to corollary 3.7, we obtain that the fuzziness of classification boundary points reaches maximal value. Then there may have the conclusion that the smaller the divergence between the fuzzy set of decision boundary points and the fuzzy set of pattern $x$ is, the higher fuzziness of the pattern $x$ is. As mentioned in section 2.2, the divergence between two fuzzy sets can be measured by fuzzy relative entropy. From above mentioned, the fuzzy vector of decision boundary points is $\mu = (0.5, 0.5)^T$. Thus, we have the following conclusion.
Theorem 3.8. In binary classification problems, the fuzzy output of decision boundary points is fuzzy set $\mu = (0.5, 0.5)^T$. The fuzzy output of pattern $x_1$ and pattern $x_2$ are $\mu(x_1) = (\mu_{11}, \mu_{21})^T$ and $\mu(x_2) = (\mu_{12}, \mu_{22})^T$ respectively. Then $FD(\mu \| \mu(x_1)) \leq FD(\mu \| \mu(x_2))$ if and only if $e(\mu(x_1)) \geq e(\mu(x_2))$.

Proof.

$$FD(\mu \| \mu(x_1)) = 2(0.5 \log \frac{0.5}{\mu_{11}} + 0.5 \log \frac{0.5}{\mu_{21}}) = -(\log \mu_{11} + \log(1 - \mu_{11}))e(\mu(x_1)) = -(\mu_{11} \log \mu_{11} + (1 - \mu_{11}) \log(1 - \mu_{11}))$$

$$FD(\mu \| \mu(x_2)) = 2(0.5 \log \frac{0.5}{\mu_{12}} + 0.5 \log \frac{0.5}{\mu_{22}}) = -(\log \mu_{12} + \log(1 - \mu_{12}))e(\mu(x_2)) = -(\mu_{12} \log \mu_{12} + (1 - \mu_{12}) \log(1 - \mu_{12}))$$

![Figure 1: Figures of function $f(t)$ and $g(t)$](image)

(a) $f(t) = -(\log t + \log(1 - t))$

(b) $g(t) = -(t \log t + (1 - t) \log(1 - t))$

If $\mu_{11} = 0$ or $1$, $FD(\mu \| \mu(x)) = \infty$. Without loss of generality, let $\mu_{11} \in (0, 1), \mu_{12} \in (0, 1)$. Suppose $f(t) = -(\log t + \log(1 - t))$, $g(t) = -(t \log t + (1 - t) \log(1 - t))$, $t \in (0, 1)$. Functions $f(t)$ and $g(t)$ are symmetric, as shown in figure II. The axis of symmetry of them are equal and can be expressed by $t = 0.5$. $f(t)$ is monotonic decreasing in interval $(0, 0.5)$ and monotonic increasing in interval $(0.5, 1)$. $g(t)$ is monotonic increasing in interval $(0, 0.5)$ and monotonic decreasing in interval $(0.5, 1)$. Therefore, we have

$$f(t_2) \leq f(t_1) \iff t_1 \leq t_2 \iff g(t_1) \leq g(t_2)$$

Thus,

$$FD(\mu \| \mu(x_1)) \leq FD(\mu \| \mu(x_2)) \iff e(\mu(x_1)) \geq e(\mu(x_2))$$

From theorem 3.8, we get that the equality holds if and only if $\mu(x_1) = \mu(x_2)$. □

In fuzzy classification problems, each component of fuzzy set vector $\mu(x) = (\mu_1, \cdots, \mu_c)^T$ shows the degree of membership that pattern $x$ belongs to the corresponding class. If pattern $x_1$ is near to pattern $x_2$, each feature of $x_1$ and $x_2$ is similar. Thus, there are similar in membership degrees of $x_1$ and $x_2$ belonging to each class. That is to say, the divergence between fuzzy set $\mu(x_1)$ and $\mu(x_2)$ is very little. Then, we have the following corollary.

Corollary 3.9. Let patterns $x_1, x_2 \in X$, fuzzy sets $\mu(x_1) = (\mu_{11}, \mu_{21})^T$ and $\mu(x_2) = (\mu_{12}, \mu_{22})^T$ are obtained by a fuzzy classifier. If pattern $x_1$ is near to $x_2$, the divergence between fuzzy sets $\mu(x_1)$ and $\mu(x_2)$ is small, namely, fuzzy relative entropy $FD(\mu(x_1)) \| \mu(x_2))$ is small.

Remark 3.10. If $\exists i \in \{1, 2\}$ such that $\mu_{1i} \neq 0$ but $\mu_{2i} = 0$ or $\mu_{2i} = 1$, we have $FD(\mu(x_1)) \| \mu(x_2)) = \infty$. For example, $\mu(x_1) = (0.99, 0.01)^T, \mu(x_2) = (1, 0)^T$, from the view point of class membership of classification problem, the divergence between $\mu(x_1)$ and $\mu(x_2)$ is small, but $FD(\mu(x_1)) \| \mu(x_2)) = \infty$. The fuzzy relative entropy measures the divergence between two fuzzy sets, but $\mu(x_2) = (1, 0)^T$ is a crisp output. Because we focus on the patterns near to the boundary, without loss of generality, let us suppose $\mu_{2i} \neq 0, i = 1, 2$.

From corollary 3.9, we obtain that the smaller the distance between pattern $x$ and decision boundary point is, the smaller the divergence between the fuzzy set of pattern $x$ and the fuzzy set of boundary points is. Combining with theorem 3.8, we have the following conclusion.

Corollary 3.11. If the distance between pattern $x_1$ and decision boundary is smaller than that between pattern $x_2$ and boundary, the fuzziness of $x_1$ is larger than that of $x_2$.

Corollary 3.11 is the conclusion in accordance with Wang et al. proposing in literature [62]. This further shows that it is more reasonable and more general to deal with fuzzy classification problems from fuzzy set theory view point rather than from the crisp idea.
3.3 Generalization abilities of fuzzy classifiers

It is generally recognized that generalization capability of classifier is the most important index in classification learning process. From statistical learning theory, the generalization capability of a classifier obtained from training set is the ability to generalize well on unseen testing patterns which follows the same distribution as the training patterns. We note that most of the papers concerning generalization focus on the representational capabilities of classifier systems, such as upper error bound and VC dimension etc. [22].

According to theorem 3.3 and corollary 3.11, we have learned that the fuzziness of patterns nearing the decision boundary is high. Actually, as is known to all, the patterns with high fuzziness are difficult to assign class label to them. Hence, this type of patterns is liable to misclassification. In the same way, the patterns far away from decision boundaries own a low fuzziness. As Wang etc. stated in literature [52], in the training set, the patterns far away from the boundaries have little or no effect on the result of classification. That is to say, the training patterns with high fuzziness play a key role in learning classifiers. Therefore, we could start from the angle of fuzziness of patterns to study fuzzy classifier. And correctly classifying patterns with high fuzziness would be considered as one of the main goals.

For classification problems with simple decision boundaries such as linear separable cases, the boundaries should be determined easily in the process of learning training set. Because of problems simply, the uncertainty of class label of training patterns is low averagely. According to theorem 3.3, the fuzziness of training patterns is low averagely. Therefore, for this type of problems, we would like to find the decision boundaries directly rather than considering the fuzziness of patterns.

For problems with rather complex classification boundaries, it is very difficult to determine the boundaries. The uncertainty of class label of training patterns is much high averagely. Therefore, we should lend the fuzziness of patterns to learn classification model, instead of just thinking about decision boundaries.

As literature [9] shown, entropy not only could measure the uncertainty of random variable, but also measure the amount of information carried by the variable. The higher the uncertainty of random variable is, the more information the variable carries. In the light of theorem 3.3, we could say that the higher the fuzziness of fuzzy set is, the more information the fuzzy set carries. That is to say, a high fuzziness of fuzzy classifier means that it carries much information about the training pattern set. In order to try to ensure the objectivity in dealing with unseen patterns, we should make full use of information of the known pattern set and do not make too much subjective assumptions in the process of learning. Consequently, under the condition that a certain training accuracy threshold is maintained, a fuzzy classifier with high fuzziness will be selected. In other words, a higher fuzziness of fuzzy classifier would lead a better generalization performance.

As mentioned in section 3.1, the divergence between two fuzzy sets could be measured by fuzzy relative entropy. Now, the fuzzy relative entropy can be used to measure the divergence between two fuzzy classifiers.

Let us discuss binary classification problems. Suppose training pattern set \( S = \{ (x_1, \omega_1), (x_2, \omega_2), \cdots, (x_m, \omega_m) \} \), \( \omega_i \in \{ \gamma_1, \gamma_2 \}, i = 1, 2, \cdots, m \). Two fuzzy classifiers \( U, V \) could be obtained by assigning class membership degree to each training pattern. The classifiers \( U \) and \( V \) can be expressed as follows.

\[
U = (\mu_1, \mu_2, \cdots, \mu_m) = \left( \begin{array}{cccc}
\mu_{11} & \mu_{12} & \cdots & \mu_{1m} \\
\mu_{21} & \mu_{22} & \cdots & \mu_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{m1} & \mu_{m2} & \cdots & \mu_{mm}
\end{array} \right), \quad V = (\eta_1, \eta_2, \cdots, \eta_m) = \left( \begin{array}{cccc}
\eta_{11} & \eta_{12} & \cdots & \eta_{1m} \\
\eta_{21} & \eta_{22} & \cdots & \eta_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\eta_{m1} & \eta_{m2} & \cdots & \eta_{mm}
\end{array} \right)
\]

and

\[
\mu_i + \mu_j = 1, \quad \eta_i + \eta_j = 1, \quad i = 1, 2, \cdots, m, \\
0 \leq \mu_{ij} + \mu_{kj} + \cdots + \mu_{mj} \leq m, \quad 0 \leq \eta_{ij} + \eta_{kj} + \cdots + \eta_{mj} \leq m, \quad j = 1, 2.
\]

According to equation (10), the fuzzy relative entropy between two fuzzy classifiers \( U \) and \( V \) can be defined as follows

\[
FD(U||V) = 2 \sum_{i=1}^{m} \mu_i \log \frac{\mu_i}{\eta_i} + (1 - \mu_i) \log \frac{1 - \mu_i}{1 - \eta_i}
\]

Let fuzzy classifier

\[
W = (\omega_1, \omega_2, \cdots, \omega_m) = \left( \begin{array}{cccc}
\omega_{11} & \omega_{12} & \cdots & \omega_{1m} \\
\omega_{21} & \omega_{22} & \cdots & \omega_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\omega_{m1} & \omega_{m2} & \cdots & \omega_{mm}
\end{array} \right)
\]

The fuzziness of \( W \) is the highest of all fuzzy classifiers that have similar training accuracy and are obtained from learning training pattern set \( S \). From the previous analysis, the fuzzy classifier with higher fuzziness carries more information from training pattern set when the two classifiers \( U \) and \( V \) have similar training accuracy. Furthermore, \( U \) and \( V \) are learned from training set \( S \). Then, the fuzzy classifier with smaller divergence from \( W \) would have better generalization performance. Thus, we have the following conclusion.
Table 1: Date sets used in the experiments with the number of features (m), the number of classes (c) and the number of patterns (n).

<table>
<thead>
<tr>
<th>No.</th>
<th>Data sets</th>
<th>m</th>
<th>c</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>synthetic</td>
<td>2</td>
<td>2</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>blood</td>
<td>4</td>
<td>2</td>
<td>748</td>
</tr>
<tr>
<td>3</td>
<td>haberman</td>
<td>3</td>
<td>2</td>
<td>306</td>
</tr>
<tr>
<td>4</td>
<td>heart</td>
<td>13</td>
<td>2</td>
<td>270</td>
</tr>
<tr>
<td>5</td>
<td>column3C</td>
<td>6</td>
<td>3</td>
<td>510</td>
</tr>
<tr>
<td>6</td>
<td>credit</td>
<td>14</td>
<td>2</td>
<td>690</td>
</tr>
<tr>
<td>7</td>
<td>wdbc</td>
<td>30</td>
<td>2</td>
<td>569</td>
</tr>
</tbody>
</table>

**Theorem 3.12.** For a binary classification problem with rather complex and highly nonlinear decision boundaries. Let S be a training pattern set. Fuzzy classifiers U, V and W presented previously have the similar training accuracy threshold. If the fuzziness of fuzzy classifier U is higher than that of classifier V, i.e., e(U) ≥ e(V), we have FD(W|U) ≤ FD(W|V).

**Proof.**

\[
FD(W|U) - FD(W|V) = 2 \sum_{i=1}^{m} \omega_i \log \frac{\omega_i}{\mu_i} + (1 - \omega_i) \log \frac{1 - \omega_i}{1 - \mu_i} - 2 \sum_{i=1}^{m} \omega_i \log \frac{\eta_i}{\eta_i} + (1 - \omega_i) \log \frac{1 - \omega_i}{1 - \eta_i}
\]

\[
= 2 \sum_{i=1}^{m} (\omega_i \log \frac{\eta_i}{\mu_i} + (1 - \omega_i) \log \frac{1 - \eta_i}{1 - \mu_i}) \leq 2 \sum_{i=1}^{m} \log (\omega_i \cdot \frac{\eta_i}{\mu_i} + (1 - \omega_i) \cdot \frac{1 - \eta_i}{1 - \mu_i}) \leq 0
\]

Equality holds if and only if \(\mu_i = \eta_i, i = 1, \cdots, m\).

For the complex classification problem, theorem 3.12 shows that the fuzzy classifier with higher fuzziness has better generalization performance under the condition of satisfying certain classification accuracy.

**4 Experimental demonstration**

In this section, we present numerical experiments to validate the related conclusions of this paper. Fuzzy K-NN algorithm is used to realize our purpose by varying the value of K. As shown in example 1, we utilize formula (5) to fuzzify training set, and a membership matrix is obtained. Then, the membership degree of unseen pattern to each class is calculated according to formula (6). In order to clarify the problem more clearly, we first use an synthetic data set containing 200 patterns. Then, six benchmark data sets coming from UCI Repository of machine learning [12] are put to use, see table II.

From the analysis of section 3.2, we obtained that the patterns near to classification boundary have high fuzziness and easily misclassified. In binary classification, for a pattern x, the fuzzy output is \(\mu(x) = (\mu_1(x), \mu_2(x))^T\). Then, we estimate its boundary as \(x|\mu_1(x) = \mu_2(x) = 0.5\). From figure 4, we can see that misclassified patterns and high fuzziness patterns are all near to the boundary. Almost, the misclassified patterns have high fuzziness. Now, according to the size of fuzziness, we divide each data set into two parts – high fuzziness patterns and low fuzziness patterns. As shown in figure 4 for each data set, the classification accuracy of patterns with high fuzziness is smaller than the patterns with low fuzziness. At the same time, figure 8 show that the fuzziness of misclassification pattern is the highest, the fuzziness of correct classified patterns is the lowest. Therefore, it is very important to correctly handle patterns with high fuzziness.

**Definition 4.1.** Let set \(A = \{a_1, a_2, \ldots, a_n\}\), and \(a = \max(a_1, a_2, \ldots, a_n)\), then the complement of A is defined as,

\[A^c = \{a - a_1, a - a_2, \ldots, a - a_n\}\]
The divergence between two fuzzy sets can be measured by fuzzy relative entropy. The smaller the divergence of two fuzzy sets, the smaller value of the fuzzy relative entropy. In fuzzy classification problems, we utilize fuzzy relative entropy to explore the divergence between patterns and classification boundary. From figure 2, patterns with high fuzziness are selected. Here, we present the fuzziness of patterns and the fuzzy relative entropy between these patterns and boundary. In figure 2, in order to remain consistency, we utilize the complementary set of fuzzy relative entropy set to substitute it. As shown in figure 3, it illustrates that the higher fuzziness of a pattern is, the smaller value of the fuzzy relative entropy between the pattern and classification boundary point is.

From figure 3 for each data set, the accuracy increases when the number of neighbors increase in general. Meanwhile, the fuzziness of fuzzy classifiers increases as well. For wdbc data set, we observe that the fuzziness of fuzzy classifiers is the lowest, while the classification accuracy is the largest. For heart data set, the fuzziness of fuzzy classifier is the highest, while the accuracy is the smallest. This again illustrates that patterns with high fuzziness are more difficult to classify correctly. In wdbc data set, the fuzziness of classifier does not change much with the variation of K, but in heart data set, the fuzziness of classifier changes greatly. This fully explicated that it is very well to consider the complex classification problems from the view of fuzziness of patterns. Meanwhile, fuzzy classifier with high fuzziness will lead a well generalization performance.

Through experimental analysis, we further understand the relationship between fuzziness and misclassification of patterns. We recognize that the fuzziness of patterns near to boundary is high. Consequently, it is very important to correctly classify patterns with high fuzziness. Meanwhile, the fuzziness of fuzzy classifiers plays a key role in quite complicated classification problems.

5 Conclusions

Because of the complexities of problems and the ambiguity of the data sets, fuzzy classification algorithms have paid more attention by researchers. In this paper, from the view of fuzziness, we discuss the performance of fuzzy classifiers of which the output for an input pattern is a fuzzy set. One of our main conclusion is that we put forward a concept of fuzzy relative entropy to measure the divergence between two fuzzy sets. As mentioned in section 3.2, in the binary classification problems, the decision
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Figure 4: Classification accuracy of patterns with high fuzziness and low fuzziness.

Figure 5: The fuzziness of misclassified patterns, all patterns and correct patterns.

Figure 6: The accuracy and fuzziness of fuzzy $K - \text{NN}$ classifiers by varying $K$ from 1 to 10.
boundary is the locus of the point where the output fuzzy set is \( \mu(x) = (0.5, 0.5) \). Applying fuzzy relative entropy, we prove that "the patterns with the higher fuzziness is closer to the classification boundary". This conclusion is also in line with people’s conventional ideas.

Meanwhile, we present that the fuzziness of a pattern’s output fuzzy set and the uncertainty of its class label are equivalent. This conclusion further demonstrate that the higher the fuzziness of a pattern is, the closer the pattern to the boundary is. It also provides a theoretical basis for the conclusion that the classifier with higher fuzziness would own better generalization capability under the condition of maintaining a certain training accuracy.

It is not as traditionally thought that the fuzziness should be eliminated or reduced as much as possible in the process of learning. The lower the fuzziness is, the better the learning effect is. Actually, through the study of this article, one may know that sometimes fuzzy classifier with high fuzziness may lead to a better result, especially for problems with rather complex classification boundaries. And this is consistent with the principle of maximum entropy.
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