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Abstract

The hesitant fuzzy soft set (HFSS), as a combination of hesitant fuzzy and soft sets, is regarded as a useful tool for dealing with the uncertainty and ambiguity of real-world problems. In HFSSs, each element is defined in terms of several parameters with arbitrary membership degrees. In addition, distance and similarity measures are considered as the important tools in different areas such as pattern recognition, clustering, medical diagnosis, and the like. For this purpose, the present study aimed to evaluate the distance and similarity measures for HFSSs by using well-known Hamming, Euclidean, and Minkowski distance measures. Further, some examples were used to demonstrate that these measures fail to perform well in some applications. Accordingly, new distance and similarity measures were proposed by considering a hesitance index for HFSSs and the effect of considering hesitance index was shown by using an example of pattern recognition. Finally, the application of the proposed measures and hesitance index was investigated in the clustering and decision-making problem, respectively. In conclusion, the use of the proposed measures in clustering and hesitance index in decision-making can provide better and more reasonable results.
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1 Introduction

Nowadays, we are encountering with ambiguous phenomena which cannot be easily described by using the classical theory of sets. Thus, Zadeh [44] introduced the fuzzy sets as a development of classical sets. In fuzzy sets, each element is related to the set with a degree in the interval [0,1]. A large number of studies have focused on fuzzy sets in a variety of fields and accordingly several extensions have been introduced in this regard. For example, Zadeh [45] proposed the type-2 fuzzy set and interval-valued fuzzy set. The membership degree of an element in a type-2 fuzzy set and an interval-valued fuzzy set can be defined in the form of a type-1 fuzzy set, and a subinterval of the interval [0,1], respectively. Dubois and Prade [15] introduced type-n fuzzy sets, which are the generalizations of type-2 fuzzy sets, and the membership degrees can be considered as a type-\( n-1 \) fuzzy set. Atanassov [4] suggested intuitionistic fuzzy sets which are more appropriate than fuzzy sets when faced with uncertainty and ambiguity, due to the membership, non-membership, and hesitation degrees for each element. Recently, Torra and Narukawa [36] and Torra [35] emphasized that a set of values may be available as the membership degree for an element, and accordingly the concept of hesitant fuzzy set (HFS) was introduced. Some researchers have focused on these sets in various fields. For example, Xu et al. [11] proposed a new hesitant fuzzy programming method for hybrid multiple attribute decision-making problems. In another study, Dong et al. [14] developed an extended VIKOR method for solving multiple criteria decision-making problems with linguistic HFSs. Wan et al. [37] proposed a new hesitant fuzzy mathematical programming method for hybrid multi-criteria group decision-making with hesitant fuzzy truth degrees and incomplete criteria weight information. In addition, Sun et al. [32] presented an innovative TOPSIS based on a novel synthetic correlation coefficient between HFSs. Guan et al. [20] proposed a synthetic correlation coefficient between the HFSs with respect to the integrality,
distribution, and the length of membership. Further, the grey relational analysis for HFSS and interval-valued HFSSs were considered in several studies [32, 33, 34].

According to Molodtsov [28], there are some difficulties in different methods such as fuzzy sets, which are used to deal with ambiguity, maybe due to the lack of a parameterization tool for these methods. Hence, a mathematical tool was introduced to deal with uncertainty called “soft sets”. The use of these sets has attracted the researchers’ attentions. For example, Maji et al. [29] introduced fuzzy soft set by combining soft set and fuzzy set. In addition, Maji represented the concept of an intuitionistic fuzzy soft set using the combination of soft sets and intuitionistic fuzzy sets [30]. Yang et al. [31] proposed the interval-valued fuzzy soft set by combining the interval-valued fuzzy set and the soft set. In another study, Jiang et al. [32] suggested the interval-valued intuitionistic fuzzy soft theory. Further, Feng et al. [33] developed the concept of the rough set [34] and introduced the soft rough set.

Recently, the hesitant fuzzy soft set (HFSS) was defined as a combination of soft set and hesitant fuzzy set [3]. It is considered as a powerful tool for dealing with uncertainty in real world problems, especially those related to decision-making. For example, candidates should be evaluated by a group of decision makers on some criteria in deciding whether to assign a job to a person from among several candidates. Some decision makers are often hesitant about giving their opinions on the candidates for different criteria, which may be related to inadequate knowledge about some criteria. Further, one may regard a set of criteria as more important than others, while the others consider another relevant set of criteria. In some circumstances, decision makers are interested in considering a subset of criteria rather than the whole criteria for evaluating candidates. In such a case, the use of HFSS plays a significant role in collecting comments and solving decision-making problem. These sets have been highlighted by many researchers [35, 36, 37, 38, 39, 40]. For example, Bin [35] introduced generalized hesitant fuzzy soft sets and some operators related to these sets. Beg and Rashid [36] developed the fuzzy TOPSIS method for HFSSs. Das et al. [37] represented the concept of correlation coefficient and some of its properties for HFSSs, as well as an algorithm for applying this correlation coefficient to a decision-making problem. In another study, Alshehri et al. [38] applied the notion of HFSS for dealing with several kinds of theories in BCK algebras, and evaluated the application of HFSSs in decision-making.

The distance and similarity measures have been considered as important tools in many areas such as pattern recognition, clustering, decision-making, and medical diagnosis and the like, among which the well-known measures for evaluating the distance between two fuzzy sets A and B on the universal set $U = \{u_1, u_2, ..., u_n\}$ are as follows [28]:

- the Hamming distance: $d_h(A, B) = \sum_{i=1}^{n} | \mu_A(u_i) - \mu_B(u_i) |$
- the normalized Hamming distance: $d_{nh}(A, B) = \frac{1}{n} \sum_{i=1}^{n} | \mu_A(u_i) - \mu_B(u_i) |$
- the Euclidean distance: $d_e(A, B) = (\sum_{i=1}^{n} | \mu_A(u_i) - \mu_B(u_i) |^2)^{1/2}$
- the normalized Euclidean distance: $d_{ne}(A, B) = (\frac{1}{n} \sum_{i=1}^{n} | \mu_A(u_i) - \mu_B(u_i) |^2)^{1/2}$

A large number of studies have been conducted on developing distance and similarity measures of fuzzy, type-2 fuzzy, interval-valued fuzzy, intuitionistic fuzzy sets, and soft sets [32, 33, 34, 35, 36, 37]. Regarding HFSSs, several distance and similarity measures have been proposed. For example, Xu and Xia [34] introduced various distance measures and accordingly provided similarity measures of hesitant fuzzy sets. Farhadimia [40] investigated the relationship between entropy, similarity, and distance for hesitant fuzzy sets and interval-valued hesitant fuzzy sets. Zhang and Xu [35] proposed the distance measures and two new similarity measures of hesitant fuzzy sets by considering a new hesitant index for hesitant fuzzy sets. In another study, Zeng et al. [41] defined several new similarity and distance measures of hesitant fuzzy sets by considering the degree of hesitation for these sets. Recently, some studies emphasized the imprecise and vague data clustering in which similarity and distance measures were taken into consideration. For example, Zeshui [42] provided an intuitionistic fuzzy hierarchical clustering algorithm. In addition, Chen et al. [43] proposed a clustering algorithm for the HFSSs. Aliahmadipour and Eslami [44] represented a new hierarchical clustering algorithm for clustering generalized hesitant fuzzy sets introduced in [30]. However, to the best of our knowledge, no work has been conducted on HFSSs.

In this study, the well-known Hamming, Euclidean, and Minkowski distance measures for HFSSs were evaluated, along with their corresponding similarity measures. In addition, an example was provided to demonstrate the lack of appropriate performance for these measures in some cases. Further, distance and similarity measures play an important role in many areas and their inappropriate performance can disturb the final result. In fact, the inappropriate performance of these measures is related to the lack of considering the hesitation in the HFSS. Therefore, this problem has motivated the authors to propose new distance and similarity measures for HFSSs by considering a hesitation index for these sets. Then, the use of proposed measures led to more reasonable results based on a pattern recognition example. Furthermore, several projects evaluated by several evaluators in the form of HFSSs, were clustered based on
the single linkage hierarchical clustering algorithm [31]. Additionally, the proposed hesitance index was used to improve a decision-making algorithm.

This paper is organized as follows:

Section 2 investigates some required definitions related to hesitant fuzzy sets, soft sets, and hesitant fuzzy soft sets. Section 3 indicates the well-known distance and similarity measures for HFSSs, as well as demonstrating the drawback of these measures by an example. Section 4, presents the new distance and similarity measures of HFSSs. Hesitant fuzzy soft data clustering, along with the application of the proposed hesitance index in decision-making is evaluated in Section 5. Finally, the conclusion is elaborated in Section 6.

2 Preliminaries

Some definitions required for the next sections will be presented in this section. Throughout this paper, it is assumed that $U = \{u_1, u_2, \ldots, u_n\}$ is a universal set and $E = \{e_1, e_2, \ldots, e_m\}$ is a set of parameters.

**Definition 2.1.** [35] The hesitant fuzzy set $H$ over $U$ is a function that, returns a subset of the interval $[0, 1]$ when applied to $U$.

In [30], for a simpler understanding, a hesitant fuzzy set, like $H$ over the universal set $U$, is represented using the mathematical symbol as follows:

$$H = \{u, h_H(u) > u \in U\} \tag{1}$$

Where $h_H(u)$ is a set of possible membership degrees of the element $u \in U$ in the set $H$. $h = h_H(u)$ is called a hesitant fuzzy element (HFE).

Since the number of membership degrees may be different in different HFEs, the number of elements in the HFE $h_H(u)$ is shown by $l(h_H(u))$.

**Definition 2.2.** [31] Let $h(u) = \{\alpha_i \}_{i=1}^{l(h(u))}$ be a HFE, $s(h(u))$ is the score of $h(u)$ and is defined as:

$$s(h(u)) = \frac{1}{l(h(u))} \sum_{i=1}^{l(h(u))} \alpha_i \tag{2}$$

**Definition 2.3.** [31] Let $h(u) = \{\alpha_i \}_{i=1}^{l(h(u))}$ be a HFE, $\sigma(h(u))$ is the deviation degree of $h(u)$ and is defined as:

$$\sigma(h(u)) = \frac{1}{l(h(u))} \sum_{i=1}^{l(h(u))} (\alpha_i - s(h(u)))^2 \tag{3}$$

In fact, the deviation degree presented in Definition 2.3 reflects the same standard deviation for the HFE $h(u)$.

In [31], the score and deviation degree of the HFEs are used for comparison of these elements. Suppose that $h_1$ and $h_2$ are two HFEs, $s(h_1) < s(h_2)$, implies that $h_1 < h_2$ and assuming $s(h_1) = s(h_2)$, then the following relationships are used:

(i) $\sigma(h_1) = \sigma(h_2) \Rightarrow h_1 = h_2$

(ii) $\sigma(h_1) > \sigma(h_2) \Rightarrow h_1 < h_2$

(iii) $\sigma(h_1) < \sigma(h_2) \Rightarrow h_1 > h_2$

**Assumption 2.1.** [12] Assume that $h_1$ and $h_2$ be two HFEs over universal set $U$, it might be for $u \in U$, $l(h_1(u)) \neq l(h_2(u))$. In this case, $l_u$ is defined as $l_u = \max\{l(h_1(u)), l(h_2(u))\}$. To make a comparison between the two HFEs, their membership degrees must first be ordered. Also, it is proposed that a HFE with the fewer number of membership degrees to be developed to perform a correct comparison between two HFEs so that the number of membership degrees to be equal in both elements.

In this paper, the membership degrees in the elements are ordered in descending order. Thus, $h_{H_1}^{\tau(j)}(u)$ and $h_{H_2}^{\tau(j)}(u)$ represent the $j$-th largest value in $h_{H_1}(u)$ and $h_{H_2}(u)$, respectively. Furthermore, a HFE with the fewer number of membership degrees is developed by adding the smallest membership degree in it, until their number is equal with the membership degrees of other HFE.

Farhadinia [15] proposed two methods to order the HFSs as follows:
Definition 2.4. Let $H_1$ and $H_2$ be two HFSSs over $U$, then the component-wise and total ordering methods for them are defined as:

(i) (Component-wise ordering) $H_1 \preceq H_2$ iff $h^{r(j)}_{H_1}(u_i) \leq h^{r(j)}_{H_2}(u_i)$, $i = 1, \ldots, n$, $j = 1, \ldots, l_{u_i}$.

(ii) (Total ordering) $H_1 \preceq H_2$ iff $s(H_1) \leq s(H_2)$.

In this definition, $s(H_1)$ and $s(H_2)$ represent the score of HFSSs $H_1$ and $H_2$, respectively and are defined as:

$$s(H_1) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{l_{u_i}} \sum_{j=1}^{l_{u_i}} h^{r(j)}_{H_1}(u_i) \right),$$

$$s(H_2) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{l_{u_i}} \sum_{j=1}^{l_{u_i}} h^{r(j)}_{H_2}(u_i) \right).$$

In [28], for a HFE, like $h_H$ of a hesitant fuzzy set $H$, a hesitantness index has been defined, which is indicated by $h_H$ and shows the degree of hesitation in $h_H$. Then, by considering the hesitant index, two new ordering methods have been defined for the hesitant fuzzy sets.

Definition 2.5. Let $H_1$ and $H_2$ be two HFSSs over the universal set $U = \{u_1, u_2, \ldots, u_n\}$, then the component-wise and total ordering methods for them are defined as:

(i) (Component-wise ordering) $H_1 \preceq H_2$ if and only if for $i = 1, \ldots, n$ and for $j = 1, \ldots, l_{u_i}$, the following condition holds:

$$h^{r(j)}_{H_1}(u_i) \leq h^{r(j)}_{H_2}(u_i) \quad \text{and} \quad h_{H_2}(u_i) \leq h_{H_1}(u_i).$$

(ii) (Total ordering) $H_1 \preceq H_2$ if and only if the following condition holds:

$$s(H_1) < s(H_2) \quad \text{or} \quad s(H_1) = s(H_2) \quad \text{and} \quad h(H_2) \leq h(H_1).$$

Definition 2.6. Let $A \subseteq E$, a pair $(G, A)$ is called a soft set over $U$ if and only if $G$ is a mapping from $A$ to the power set $P(U)$ (the set of all subsets of $U$). In other words, it can be said that the soft set $(G, A)$ is a parameterized family of subsets of the universal set $U$.

Definition 2.7. Let $A \subseteq E$ and $\hat{P}(U)$ be the set of all fuzzy subsets of $U$. A pair $(\hat{G}, A)$ is called a fuzzy soft set over $U$, where $\hat{G}$ is a mapping from $A$ to the $\hat{P}(U)$.

Definition 2.8. Let $A \subseteq E$ and $H(U)$ be the set of all hesitant fuzzy sets in $U$. A pair $(\hat{F}, A)$ is called a hesitant fuzzy soft set over $U$, where $\hat{F}$ is a mapping from $A$ to the $H(U)$.

Definition 2.9. Let $M = (\hat{F}, A)$ be a HFSS over $U$ and $A \subseteq E$, the score of $M$ is defined as:

$$s(M) = \frac{1}{m} \sum_{i=1}^{m} \frac{1}{n} \sum_{j=1}^{n} \sum_{l_{e_i,u_j}} h^{r(k)}_{M}(e_i)(u_j)$$

(4)

Where $h_{M}(e_i)(u_j)$ is the set of membership degrees of $u_j$ in $\hat{F}(e_i)$.

Assumption 2.2. Let $M$ and $N$ be two HFSSs over $U$, it might be for $u \in U$ and $e \in E$, $l(h_{M}(e)(u)) \neq l(h_{N}(e)(u))$. Hence, $l_{e,u}$ is defined as $l_{e,u} = \max \{l(h_{M}(e)(u)), l(h_{N}(e)(u))\}$. Also, to make a comparison between $h_{M}(e)(u)$ and $h_{N}(e)(u)$, their membership degrees must be ordered. In this paper, the membership degrees are ordered in descending order. Therefore, $h_{M}^{r(k)}(e)(u)$ and $h_{N}^{r(k)}(e)(u)$ represent the $k$-th largest value in $h_{M}(e)(u)$ and $h_{N}(e)(u)$, respectively. To make a correct comparison between $h_{M}(e)(u)$ and $h_{N}(e)(u)$ the number of membership degrees of them must be equal. For example, if there are a fewer number of degrees in $h_{M}(e)(u)$, then $h_{M}(e)(u)$ is developed by adding its smallest membership degree until it has the same length with $h_{N}(e)(u)$.

3 Well-known distance and similarity measures for hesitant fuzzy soft sets

In this section, the well-known Hamming, Euclidean, and Minkowski distance measures and their corresponding similarity measures are investigated for HFSSs and illustrated by an example; these measures may not have a good performance in some cases.
**Definition 3.1.** Let \( M = (\tilde{F}, A) \) and \( N = (\tilde{G}, B) \) be two HFSSs over the universal set \( U \) and \( A \) and \( B \) be two subsets of the parameters set \( E \), \( d(M, N) \) is a distance measure between \( M \) and \( N \), if it satisfies the following properties:

1. \((D1)\) \( 0 \leq d(M, N) \leq 1 \)
2. \((D2)\) \( d(M, N) = 0 \) iff \( M = N \)
3. \((D3)\) \( d(M, N) = d(N, M) \)

And if \( Q = (\tilde{Z}, C) \) be also another HFSS defined over \( U \) and \( C \subseteq E \) such that \( M \leq N \leq Q \), then the following conditions are satisfied:

1. \((D4)\) \( d(M, N) \leq d(M, Q), d(N, Q) \leq d(M, Q) \)

Also, \( s(M, N) \) is the similarity measure between \( M \) and \( N \), if it satisfies the following properties:

1. \((S1)\) \( 0 \leq s(M, N) \leq 1 \)
2. \((S2)\) \( s(M, N) = 1 \) iff \( M = N \)
3. \((S3)\) \( s(M, N) = s(N, M) \)

And again, taking into account the set \( Q = (\tilde{Z}, C) \) such that \( M \leq N \leq Q \), then the following condition are satisfied:

1. \((S4)\) \( s(M, Q) \leq s(M, N), s(M, Q) \leq s(N, Q) \)

**Remark 3.1.** From the definition \( \bullet \) it is concluded that \( s(M, N) = 1 - d(M, N) \).

**Remark 3.2.** Let \( M = (\tilde{F}, A) \) and \( N = (\tilde{G}, B) \) be two HFSSs over \( U \) such that \( A \subseteq E \) and \( B \subseteq E \). To calculate the distance between these two sets, the set of their parameters is firstly developed as follows (Suppose that \( C = A \cap B \)):

- \( \forall e \in B \setminus C, \forall i = 1, \ldots, n, \tilde{F}(e)(u_i) = \{0\} \)
- \( \forall e \in A \setminus C, \forall i = 1, \ldots, n, \tilde{G}(e)(u_i) = \{0\} \)

Therefore in the following, without loss of generality, the HFSSs will be considered on the set of main parameters, i.e., \( E \).

Considering the Remark \( \bullet \) and the Hamming and Euclidean distances defined in [12], the hesitant soft normalized Hamming distance \((d_{hsnh})\), the hesitant soft normalized Euclidean distance \((d_{hane})\) and the hesitant soft normalized minkowski distance \((d_{hsnm})\) for the HFSSs \( M \) and \( N \) over \( U \) are defined as follows:

\[
d_{hsnh}(M, N) = \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left[ \frac{1}{l_{e_i, u_j}} \sum_{k=1}^{l_{e_i, u_j}} \left| h_M^{(k)}(e_i)(u_j) - h_N^{(k)}(e_i)(u_j) \right| \right] \right\}
\]  \hfill (5)

\[
d_{hane}(M, N) = \left( \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left[ \frac{1}{l_{e_i, u_j}} \sum_{k=1}^{l_{e_i, u_j}} \left| h_M^{(k)}(e_i)(u_j) - h_N^{(k)}(e_i)(u_j) \right|^2 \right] \right\} \right)^{\frac{1}{2}}
\]  \hfill (6)

\[
d_{hsnm}(M, N) = \left( \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{n} \sum_{j=1}^{n} \left[ \frac{1}{l_{e_i, u_j}} \sum_{k=1}^{l_{e_i, u_j}} \left| h_M^{(k)}(e_i)(u_j) - h_N^{(k)}(e_i)(u_j) \right|^\lambda \right] \right\} \right)^{\frac{1}{\lambda}}
\]  \hfill (7)

Where \( \lambda > 0, l_{e_i, u_j} = \max\{l(h_M(e_i)(u_j)), l(h_N(e_i)(u_j))\} \) and \( h_M^{(k)}(e_i)(u_j) \) and \( h_N^{(k)}(e_i)(u_j) \) are respectively the \( k \)-th largest value in \( h_M(e_i)(u_j) \) and \( h_N(e_i)(u_j) \).

According to Remark \( \bullet \), the similarity measures for two HFSSs \( M \) and \( N \) are also defined as \( s_{hsnh}(M, N) = 1 - d_{hsnh}(M, N) \), \( s_{hane}(M, N) = 1 - d_{hane}(M, N) \) and \( s_{hsnm}(M, N) = 1 - d_{hsnm}(M, N) \).

In some cases, the measures expressed above may not have an appropriate performance, as indicated in the following example.
### Definition 4.1.

Let $M = (F, A)$ be a HFSS over $U$, the standard deviation for $\tilde{F}(e)(u)$, $e \in A$ and $u \in U$, is defined as:

$$\sigma(\tilde{F}(e)(u)) = \sqrt{\frac{1}{l(\tilde{F}(e)(u))} \sum_{i=1}^{l(\tilde{F}(e)(u))} (\gamma_i - s(\tilde{F}(e)(u)))^2}$$

(8)

Where $l(\tilde{F}(e)(u))$ denotes the number of elements in $\tilde{F}(e)(u)$ and $s(\tilde{F}(e)(u)) = \frac{1}{l(\tilde{F}(e)(u))} \sum_{i=1}^{l(\tilde{F}(e)(u))} \gamma_i$ is the score of $\tilde{F}(e)(u)$.

### Definition 4.2.

According to the standard deviation defined for $\tilde{F}(e)(u)$, the standard deviation for $\tilde{F}(e)$, for each $e \in A$, as well as for the HFSS $M$, is defined by equations (9) and (10) respectively:

$$\sigma(\tilde{F}(e)) = \frac{1}{n} \sum_{j=1}^{n} \sigma(\tilde{F}(e_j))$$

(9)

$$\sigma(M) = \frac{1}{m} \sum_{i=1}^{m} \sigma(\tilde{F}(e_i))$$

(10)

#### Table 1: The HFSS $M$

<table>
<thead>
<tr>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${0.7, 0.6, 0.5}$</td>
<td>${0.6, 0.5, 0.4}$</td>
<td>${0.8, 0.7}$</td>
</tr>
</tbody>
</table>

#### Table 2: The HFSS $N$

<table>
<thead>
<tr>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${0.5, 0.45, 0.4}$</td>
<td>${0.4, 0.3, 0.2}$</td>
<td>${0.6, 0.5}$</td>
</tr>
</tbody>
</table>

#### Table 3: The HFSS $O$

<table>
<thead>
<tr>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>${0.9, 0.5, 0.35}$</td>
<td>${0.8, 0.3, 0.2}$</td>
<td>${1.0, 0.5}$</td>
</tr>
</tbody>
</table>

### Example 3.1.

Let $M = (\tilde{F}, E)$, $N = (\tilde{G}, E)$ and $O = (\tilde{H}, E)$ be three HFSSs over $U$, which have been defined in Table 1, Table 2 and Table 3, respectively.

Suppose that we have to find a set between the sets $N$ and $O$ which is more similar to the set $M$. Using each of the similarity measures $s_{hsnh}$, $s_{hsnc}$ and $s_{hsnm}$, it is concluded that the similarity of the sets $M$ and $N$ is equal to that of $M$ and $O$:

- $s_{hsnh}(M, N) = s_{hsnh}(M, O) = 0.8167$
- $s_{hsnc}(M, N) = s_{hsnc}(M, O) = 0.8137$
- $s_{hsnm}(M, N) = s_{hsnm}(M, O) = 0.8073, \quad (\lambda = 6)$
- $s_{hsnm}(M, N) = s_{hsnm}(M, O) = 0.8048, \quad (\lambda = 10)$

However, it is observed that the hesitancy of $\tilde{G}(e_2)(u)$ and $\tilde{G}(e_3)(u)$ are similar to the hesitancy of $\tilde{F}(e_2)(u)$ and $\tilde{F}(e_3)(u)$, respectively. Therefore, taking into account the equal similarity of the sets $N$ and $O$ to the set $M$ is not logical.

### 4 New distance and similarity measures for hesitant fuzzy soft sets

As observed, the distance and similarity measures introduced so far may not have desirable outcomes in some cases. Hence, taking into account the concept of standard deviation, new distance and similarity measures for HFSSs are proposed. First, some definitions related to HFSSs are expressed.
As is clear from Definition 4.3, the greater standard deviation for $F(e)(u)$ indicates the greater distance of their membership degrees to their average. Therefore, the standard deviation defined for $F(e)(u)$ is considered as a hesitance index for it. Therefore, the greater standard deviation for $F(e)(u)$ results in the greater hesitation of its membership degrees. Considering this hesitance index, and using the Definition 4.3, the ordering for the two HFSSs $M = (\bar{F}, A)$ and $N = (\bar{G}, B)$ is presented in the form of Definition 4.3.

**Definition 4.3.** Let $M = (\bar{F}, A)$ and $N = (\bar{G}, B)$ be two HFSSs over $U$. Then the two component-wise and total ordering methods for them are defined as:

(i) (Component-wise ordering) $M \leq N$ if and only if for $i = 1, \ldots, m$, $j = 1, \ldots, n$, and for $k = 1, \ldots, l_{e_i,u_j}$ the following conditions are satisfied:

$$A \subseteq B$$

$$h_M^{\tau(k)}(e_i)(u_j) \leq h_N^{\tau(k)}(e_i)(u_j) \quad \text{and} \quad \sigma(\bar{G}(e_i)(u_j)) \leq \sigma(\bar{F}(e_i)(u_j))$$

(ii) (Total ordering) $M \preceq N$ if and only if the following condition is satisfied:

$$s(M) < s(N) \text{ or } s(M) = s(N) \text{ and } \sigma(N) \leq \sigma(M)$$

Where $s(M)$ and $s(N)$ represent the scores of the HFSSs $M$ and $N$, respectively.

**Definition 4.4.** Let $M = (\bar{F}, A)$ and $N = (\bar{G}, B)$ be two HFSSs. It is said that the sets $M$ and $N$ are equal if and only if $M \leq N$ and $N \leq M$.

In the following, the new distance and similarity measures for HFSSs are proposed.

**Definition 4.5.** Let $M = (\bar{F}, E)$ and $N = (\bar{G}, E)$ be two HFSSs over $U$. The three distance measures, the new hesitant soft normalized Hamming distance ($d_{\text{nhsnh}}$), the new hesitant soft normalized Euclidean distance ($d_{\text{nhsne}}$) and the new hesitant soft normalized Minkowski distance ($d_{\text{nhsnm}}$) are defined as follows:

$$d_{\text{nhsnh}}(M, N) = \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{2n} \sum_{j=1}^{n} \left[ \sigma(\bar{F}(e_i)(u_j)) - \sigma(\bar{G}(e_i)(u_j)) \right] + \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left[ h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right] \right\}$$

$$d_{\text{nhsne}}(M, N) = \left( \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{2n} \sum_{j=1}^{n} \left[ \sigma(\bar{F}(e_i)(u_j)) - \sigma(\bar{G}(e_i)(u_j)) \right]^2 + \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left[ h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right]^2 \right\} \right)^{\frac{1}{2}}$$

$$d_{\text{nhsnm}}(M, N) = \left( \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{2n} \sum_{j=1}^{n} \left[ \sigma(\bar{F}(e_i)(u_j)) - \sigma(\bar{G}(e_i)(u_j)) \right]^\lambda + \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left[ h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right]^\lambda \right\} \right)^{\frac{1}{\lambda}}$$

According to Remark 4.1, the new similarity measures for HFSSs are also defined as:

$$s_{\text{nhsnh}}(M, N) = 1 - d_{\text{nhsnh}}(M, N)$$

$$s_{\text{nhsne}}(M, N) = 1 - d_{\text{nhsne}}(M, N)$$

$$s_{\text{nhsnm}}(M, N) = 1 - d_{\text{nhsnm}}(M, N)$$
Theorem 4.1. Let \( M = (\tilde{F}, E) \), \( N = (\tilde{G}, E) \) and \( Z = (\tilde{H}, E) \) be three HFSSs, the new distance and similarity measures satisfy the properties mentioned in Definition 4.1.

Proof. The proof is performed for the new hesitant soft normalized Minkowski distance \( d_{nhsnm} \). Clearly, by placing \( \lambda = 1 \) and \( \lambda = 2 \), the proof will be obtained for \( d_{nhsnh} \) and \( d_{nhsne} \), respectively.

- **Property (D1):**
  It is straightforward.

- **Property (D2):**
  Suppose that \( d_{nhsnm}(M, N) = 0 \), that is:
  
  \[
  \left( \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{2n} \sum_{j=1}^{n} \left[ \left| \sigma(\tilde{F}(e_i)(u_j)) - \sigma(\tilde{G}(e_i)(u_j)) \right|^\lambda \right] + \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left| h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right|^\lambda \right\} \right)^\frac{1}{\lambda} = 0
  \]

  It is clear that for \( i = 1, \ldots, m, j = 1, \ldots, n \) and \( k = 1, \ldots, l_{e_i,u_j} \):
  
  \[
  \sigma(\tilde{F}(e_i)(u_j)) - \sigma(\tilde{G}(e_i)(u_j)) = 0 \Rightarrow \sigma(\tilde{F}(e_i)(u_j)) = \sigma(\tilde{G}(e_i)(u_j))
  \]
  
  \[
  h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) = 0 \Rightarrow h_M^{\tau(k)}(e_i)(u_j) = h_N^{\tau(k)}(e_i)(u_j)
  \]

  therefore, \( M \leq N \) and \( N \leq M \), and so according to Definition 4.1, it follows that \( N = M \).

  On the other hand, if \( N = M \), then \( M \leq N \) and \( N \leq M \) which by Definition 4.2 for \( i = 1, \ldots, m, j = 1, \ldots, n \) and \( k = 1, \ldots, l_{e_i,u_j} \) it follows that:
  
  \[
  \sigma(\tilde{F}(e_i)(u_j)) = \sigma(\tilde{G}(e_i)(u_j)) \text{ and } h_M^{\tau(k)}(e_i)(u_j) = h_N^{\tau(k)}(e_i)(u_j)
  \]

  So clearly \( d_{nhsnm}(M, N) \) will be zero.

- **Property (D3):**
  Since the following relationships are established:
  
  \[
  \left| \sigma(\tilde{F}(e_i)(u_j)) - \sigma(\tilde{G}(e_i)(u_j)) \right|^\lambda = \left| \sigma(\tilde{G}(e_i)(u_j)) - \sigma(\tilde{F}(e_i)(u_j)) \right|^\lambda
  \]
  
  \[
  \left| h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right|^\lambda = \left| h_N^{\tau(k)}(e_i)(u_j) - h_M^{\tau(k)}(e_i)(u_j) \right|^\lambda
  \]

  the Proof of this property is clearly established.

- **Property (D4):**
  Suppose that \( M \leq N \leq Z \). According to Definition 4.2 for \( i = 1, \ldots, m, j = 1, \ldots, n \) and \( k = 1, \ldots, l_{e_i,u_j} \) the following conditions are established:

  1) \( A \subseteq B \subseteq C \)
  2) \( h_M^{\tau(k)}(e_i)(u_j) \leq h_N^{\tau(k)}(e_i)(u_j) \) \& \( \sigma(\tilde{F}(e_i)(u_j)) \geq \sigma(\tilde{G}(e_i)(u_j)) \)
  3) \( h_N^{\tau(k)}(e_i)(u_j) \leq h_Z^{\tau(k)}(e_i)(u_j) \) \& \( \sigma(\tilde{G}(e_i)(u_j)) \geq \sigma(\tilde{H}(e_i)(u_j)) \)

  It is first proved that \( d_{nhsnm}(M, N) \leq d_{nhsnm}(M, Z) \):

  As above, it follows that:
  
  \[
  \left| h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right|^\lambda \leq \left| h_M^{\tau(k)}(e_i)(u_j) - h_Z^{\tau(k)}(e_i)(u_j) \right|^\lambda
  \]
  
  \[
  \Rightarrow \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left| h_M^{\tau(k)}(e_i)(u_j) - h_N^{\tau(k)}(e_i)(u_j) \right|^\lambda \leq \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left| h_M^{\tau(k)}(e_i)(u_j) - h_Z^{\tau(k)}(e_i)(u_j) \right|^\lambda
  \]
Also:

\[ |\sigma(\tilde{F}(e_i)(u_j)) - \sigma(G(e_i)(u_j))|^{\lambda} \leq |\sigma(\tilde{F}(e_i)(u_j)) - \sigma(\tilde{H}(e_i)(u_j))|^{\lambda} \]

Then:

\[
\left(\frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{2n} \sum_{j=1}^{n} \left| \sigma(\tilde{F}(e_i)(u_j)) - \sigma(\tilde{G}(e_i)(u_j)) \right|^{\lambda} + \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left| h_M^{(k)}(e_i)(u_j) - h_N^{(k)}(e_i)(u_j) \right|^{\lambda} \right\} \right)^{\frac{1}{\lambda}}
\]

\[
\leq \left(\frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{1}{2n} \sum_{j=1}^{n} \left| \sigma(\tilde{F}(e_i)(u_j)) - \sigma(\tilde{H}(e_i)(u_j)) \right|^{\lambda} + \frac{1}{l_{e_i,u_j}} \sum_{k=1}^{l_{e_i,u_j}} \left| h_M^{(k)}(e_i)(u_j) - h_Z^{(k)}(e_i)(u_j) \right|^{\lambda} \right\} \right)^{\frac{1}{\lambda}}
\]

Therefore, \( d_{nhsnm}(M, N) \leq d_{nhsnm}(M, Z) \). It is proved in the same way that \( d_{nhsnm}(N, Z) \leq d_{nhsnm}(M, Z) \).

\[
\square
\]

The proof is clearly established for the proposed similarity measures.

**Example 4.1.** In Example 3.1, it was shown that with none of the similarity measures of \( s_{hshn}, s_{hsne} \) and \( s_{hsmn} \), detection of the more similar set to \( M \) between the sets \( N \) and \( O \) is not possible. However, if the new similarity measures \( s_{hshnh}, s_{hshne} \) and \( s_{hshnm} \) are used, then the following result will be obtained:

\[
\begin{align*}
    s_{hshnh}(M, N) &= 0.9015, \quad s_{hshnh}(M, O) = 0.8198, \\
    s_{hshne}(M, N) &= 0.8672, \quad s_{hshne}(M, O) = 0.8177, \\
    s_{hshnm}(M, N) &= 0.8283, \quad s_{hshnm}(M, O) = 0.8121, \quad (\lambda = 6) \\
    s_{hshnm}(M, N) &= 0.8179, \quad s_{hshnm}(M, O) = 0.8091, \quad (\lambda = 10)
\end{align*}
\]

It can be observed that all the used measures result in the similarity of the set \( N \) to the set \( M \).

**Example 4.2. (pattern recognition)** Let \( A_1 = (\hat{I}, E) \), \( A_2 = (\hat{J}, E) \) and \( A_3 = (\hat{K}, E) \) be three patterns that are presented using the HFSSs and are shown in Table 3. Table 4 and Table 5, respectively. For the hesitant fuzzy soft pattern \( P = (L, E) \) given in Table 6, it should be detected that to which of the above patterns it is similar.

\[
\begin{array}{cccc}
    U & e_1 & e_2 & e_3 \\
    \hline
    u_1 & \{1.0, 4\} & \{0.9, 0.3\} & \{0.7, 0.4\} \\
    u_2 & \{0.7, 0.3\} & \{0.8, 0.3\} & \{1.0, 5\}
\end{array}
\]

Table 4: The HFSS \( A_1 \)

\[
\begin{array}{ccc}
    U & e_1 & e_2 \\
    \hline
    u_1 & \{0.6, 0.4\} & \{0.4, 0.2\} & \{0.7, 0.4\} \\
    u_2 & \{0.4, 0.2\} & \{0.4, 0.3\} & \{0.6, 0.5\}
\end{array}
\]

Table 5: The HFSS \( A_2 \)

\[
\begin{array}{ccc}
    U & e_1 & e_2 \\
    \hline
    u_1 & \{0.1, 0.5\} & \{0.0, 3\} & \{0.1, 0.4\} \\
    u_2 & \{0.1, 0.3\} & \{0.7, 0.2\} & \{0.0, 4\}
\end{array}
\]

Table 6: The HFSS \( A_3 \)

Using the similarity measures presented in section 4, sample \( P \) has the lowest similarity to the pattern \( A_3 \). However, using these similarity measures, one cannot distinguish the similarity of the sample \( P \) to the patterns \( A_1 \) and \( A_2 \), since all the similarity measures in section 4 result in the same values for the similarity between sample \( P \) and pattern \( A_1 \).
as well as between sample $P$ and pattern $A_2$. The results are presented in Table 8. But, using the Eq. $\text{(13)}$ the hesitance index of $A_1$, $A_2$ and $P$ are obtained as follows:

$$\sigma(P) = 0.0583, \quad \sigma(A_1) = 0.2417, \quad \sigma(A_2) = 0.0917$$

It is observed that the hesitance index of $P$ is closer to hesitance index of $A_2$. Therefore the results in Table 8 are not logical.

<table>
<thead>
<tr>
<th>Similarity</th>
<th>$s(P, A_1)$</th>
<th>$s(P, A_2)$</th>
<th>$s(P, A_3)$</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{nhsnh}$</td>
<td>0.7833</td>
<td>0.7833</td>
<td>0.6000</td>
<td>$s(P, A_3) &lt; s(P, A_1) = s(P, A_2)$</td>
</tr>
<tr>
<td>$s_{hsne}$</td>
<td>0.7764</td>
<td>0.7764</td>
<td>0.5641</td>
<td>$s(P, A_3) &lt; s(P, A_1) = s(P, A_2)$</td>
</tr>
<tr>
<td>$s_{nhsnm}$</td>
<td>(λ = 6)</td>
<td>0.7534</td>
<td>0.7534</td>
<td>0.4757</td>
</tr>
<tr>
<td>$s_{nhsnm}$</td>
<td>(λ = 10)</td>
<td>0.7377</td>
<td>0.7377</td>
<td>0.4314</td>
</tr>
</tbody>
</table>

Table 8: Results obtained using the similarity measures of section 4

However, in case of using the similarity measures of $s_{nhsnh}$, $s_{nhsne}$ and $s_{nhsnm}$, introduced in section 3, it is concluded that the sample $P$ has the highest similarity to the pattern $A_2$. The results obtained using these similarity measures are presented in Table 9.

<table>
<thead>
<tr>
<th>Similarity</th>
<th>$s(P, A_1)$</th>
<th>$s(P, A_2)$</th>
<th>$s(P, A_3)$</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_{nhsnh}$</td>
<td>0.8000</td>
<td>0.8750</td>
<td>0.7417</td>
<td>$s(P, A_3) &lt; s(P, A_1) &lt; s(P, A_2)$</td>
</tr>
<tr>
<td>$s_{nhsne}$</td>
<td>0.7898</td>
<td>0.8393</td>
<td>0.6785</td>
<td>$s(P, A_3) &lt; s(P, A_1) &lt; s(P, A_2)$</td>
</tr>
<tr>
<td>$s_{nhsnm}$</td>
<td>(λ = 6)</td>
<td>0.7658</td>
<td>0.7803</td>
<td>0.5328</td>
</tr>
<tr>
<td>$s_{nhsnm}$</td>
<td>(λ = 10)</td>
<td>0.7501</td>
<td>0.7552</td>
<td>0.4694</td>
</tr>
</tbody>
</table>

Table 9: Results obtained using the new similarity measures

5 Applications

5.1 Hesitant fuzzy soft data clustering

We know that the distance and similarity concepts play an important role in data clustering. Hence, hesitant fuzzy soft data clustering using the single linkage hierarchical clustering algorithm is discussed in this section. In this clustering algorithm, each data is first placed in a cluster, then by calculating the distance between the clusters, in each step, the closest clusters are merged and the process continues to reach one cluster. Suppose that $H_1$, $H_2$, ... , $H_r$ be the $r$ HFSSs defined over the universal set $U$. The following steps are used to clustering these sets with the single linkage method (the symbol $C_i$ is used to represent the cluster $i$).

Step 1) Consider each of the HFSSs as a cluster:

$$C_1 = \{H_1\}, C_2 = \{H_2\}, ..., C_r = \{H_r\}$$

Step 2) Using a distance measure, form the distance matrix $D = [d_{ij}]_{r \times r}$, which $d_{ij}$ is the distance between the clusters $C_i$ and $C_j$ and is calculated using Eq. (14).
\[ d_{ij} = \text{distance}(C_i, C_j) = \min \{ \text{distance}(a, b) \mid a \in C_i, b \in C_j \} \]  

(17)

**Step 3)** Find the two closest clusters (corresponding clusters with the smallest value in the distance matrix) and integrate them together.

**Step 4)** Update the distance matrix after the cluster integration.

**Step 5)** Repeat steps 3 and 4 until reaching one cluster.

To illustrate the clustering process of the hesitant fuzzy soft data, the following example, which includes the clustering of some energy projects, is presented. The idea used to consider the projects in this example is taken from [8, 21, 22]. To show the effect of considering the hesitation index in calculating the distance, once the distance measure \( d_{hhsnh} \) and once the distance measure \( d_{nhsnh} \) are used to calculate the distance between the hesitant fuzzy soft data, then the results are compared together.

**Example 5.1.** The example includes the clustering of the performance of five different energy projects that are evaluated by several evaluators. Assume that \( A_i \) \((i = 1, \ldots, 5)\) are five energy projects; each energy project consists of two steps \( u_1 \) and \( u_2 \) and four features including \( e_1 \): technological, \( e_2 \): environmental, \( e_3 \): socio-political and \( e_4 \): economic. Several evaluators were asked to comment on the performance of these projects, and their comments for each project were collected as a HFSS. Some values in these comments may be repeated more than once, which do not indicate their importance relative to the values with fewer repetitions. For example, the value which existed once, may be presented by an evaluator which is elite in the field, and the value repeated more than once may be presented by evaluators which are not sufficiently familiar with that field. The collected comments are shown in Table 10 to Table 14, respectively. These five HFSSs are shown respectively with \( H_1, H_2, H_3, H_4 \) and \( H_5 \).

<table>
<thead>
<tr>
<th>( U )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_3 )</th>
<th>( e_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>{0.8, 0.7, 0.6}</td>
<td>{0.8, 0.75}</td>
<td>{0.6, 0.5, 0.4}</td>
<td>{0.8, 0.7}</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>{0.75, 0.7, 0.6}</td>
<td>{0.7, 0.65, 0.6}</td>
<td>{0.7, 0.5, 0.6}</td>
<td>{0.8, 0.7}</td>
</tr>
</tbody>
</table>

Table 10: The HFSS \( H_1 \) for the project \( A_1 \)

<table>
<thead>
<tr>
<th>( U )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_3 )</th>
<th>( e_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>{0.8, 0.6, 0.5}</td>
<td>{0.8, 0.65, 0.25}</td>
<td>{0.6, 0.1, 0.2}</td>
<td>{0.8, 0.5}</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>{0.75, 0.3, 0.4}</td>
<td>{0.7, 0.25, 0.2}</td>
<td>{0.9, 0.5, 0.6}</td>
<td>{0.8, 0.3}</td>
</tr>
</tbody>
</table>

Table 11: The HFSS \( H_2 \) for the project \( A_2 \)

<table>
<thead>
<tr>
<th>( U )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_3 )</th>
<th>( e_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>{0.8, 0.75, 0.7}</td>
<td>{0.7, 0.6}</td>
<td>{0.5, 0.45, 0.4}</td>
<td>{0.8, 0.7}</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>{0.65, 0.6}</td>
<td>{0.7, 0.55, 0.5}</td>
<td>{0.6, 0.5, 0.4}</td>
<td>{0.8, 0.7}</td>
</tr>
</tbody>
</table>

Table 12: The HFSS \( H_3 \) for the project \( A_3 \)

<table>
<thead>
<tr>
<th>( U )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_3 )</th>
<th>( e_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 )</td>
<td>{0.7, 0.6}</td>
<td>{0.8, 0.7, 0.5}</td>
<td>{0.4, 0.3}</td>
<td>{0.7, 0.6}</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>{0.6, 0.5}</td>
<td>{0.5, 0.45, 0.4}</td>
<td>{0.8, 0.7}</td>
<td>{0.8, 0.5}</td>
</tr>
</tbody>
</table>

Table 13: The HFSS \( H_4 \) for the project \( A_4 \)
Clustering using the distance measure $d_{hsnh}$:

Step 1) Each of the HFSSs is considered as a cluster. Hence, the following clusters will be achieved in this step:

\[ C_1 = \{H_1\}, C_2 = \{H_2\}, C_3 = \{H_3\}, C_4 = \{H_4\}, C_5 = \{H_5\} \]

Step 2) Using the distance measure $d_{hsnh}$, the distance matrix $D$ is formed as follows:

\[
D = \begin{bmatrix}
0.0000 & 0.1625 & 0.0573 & 0.1271 & 0.1604 \\
0.1625 & 0.0000 & 0.1708 & 0.1271 & 0.0646 \\
0.0573 & 0.1708 & 0.0000 & 0.1219 & 0.1354 \\
0.1271 & 0.1271 & 0.1219 & 0.0000 & 0.1219 \\
0.1604 & 0.0646 & 0.1354 & 0.1219 & 0.0000 \\
\end{bmatrix}
\]

Step 3) It can be seen that the smallest distance in the matrix is 0.0573, which corresponds to clusters $C_1$ and $C_3$. So in this step, the clusters $C_1$ and $C_3$ are merged and the following clustering will be obtained:

\[ C_1 = \{H_1, H_3\}, C_2 = \{H_2\}, C_3 = \{H_4\}, C_4 = \{H_5\} \]

Step 4) the distance matrix is updated for the clusters obtained in step 3:

\[
D = \begin{bmatrix}
0.0000 & 0.1625 & 0.1219 & 0.1354 \\
0.1625 & 0.0000 & 0.1271 & 0.0646 \\
0.1219 & 0.1271 & 0.0000 & 0.1219 \\
0.1354 & 0.0646 & 0.1219 & 0.0000 \\
\end{bmatrix}
\]

Since one cluster has not yet been obtained, steps 3 and 4 are repeated. It is observed that this time, the smallest distance is 0.0646, which corresponds to clusters $C_2$ and $C_4$. Therefore, the obtained clustering is:

\[ C_1 = \{H_1, H_3\}, C_2 = \{H_2, H_5\}, C_3 = \{H_4\} \]

Therefore, the distance matrix is obtained as follows:

\[
D = \begin{bmatrix}
0.0000 & 0.1354 & 0.1219 \\
0.1354 & 0.0000 & 0.1219 \\
0.1219 & 0.1219 & 0.0000 \\
\end{bmatrix}
\]

Since one cluster has not yet been obtained, steps 3 and 4 are repeated. It is observed that this time, the smallest distance is 0.1219, which corresponds to clusters $C_1$ and $C_3$, as well as the clusters $C_2$ and $C_3$. Therefore, it is not possible to make a definite decision to merge clusters in this step, because each of the following two clusters is possible:

\[ C_1 = \{H_1, H_3\}, C_2 = \{H_2, H_4, H_5\} \]

\[ C_1 = \{H_1, H_3, H_4\}, C_2 = \{H_2, H_5\} \]

By performing each of the above clusters, the distance matrix will be updated as follows:

\[
D = \begin{bmatrix}
0.0000 & 0.1219 \\
0.1219 & 0.0000 \\
\end{bmatrix}
\]

Therefore, clusters $C_1$ and $C_2$ merge together and the algorithm terminates after reaching one cluster. Hence, the final cluster is as follows:

\[ C = \{H_1, H_2, H_3, H_4, H_5\} \]

As can be seen, if the distance measure $d_{hsnh}$ is used in the step of forming two clusters, the algorithm faces a problem and a cluster must be selected randomly. This problem also exists in clustering in the case of using the distances $d_{hsnc}$ and $d_{hsnm}$.

<table>
<thead>
<tr>
<th>$u$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>{0.8,0.5,0.45}</td>
<td>{0.9,0.6,0.4}</td>
<td>{0.5,0.2,0.15}</td>
<td>{0.8,0.5}</td>
</tr>
<tr>
<td>$u_2$</td>
<td>{0.7,0.55}</td>
<td>{0.7,0.35,0.3}</td>
<td>{1.0,0.5,0.4}</td>
<td>{0.8,0.3}</td>
</tr>
</tbody>
</table>

Table 14: The HFSS $H_5$ for the project $A_5$
Clustering using the distance measure $d_{nhsnh}$:

Step 1) Each of the HFSSs is considered as a cluster. Hence, the following clusters will be achieved in this step:

$$C_1 = \{H_1\}, C_2 = \{H_2\}, C_3 = \{H_3\}, C_4 = \{H_4\}, C_5 = \{H_5\}$$

Step 2) Using the distance measure $d_{nhsnh}$ the distance matrix $D$ is formed as follows:

$$D = \begin{bmatrix}
0.0000 & 0.1492 & 0.0404 & 0.0827 & 0.1400 \\
0.1492 & 0.0000 & 0.1565 & 0.1257 & 0.0557 \\
0.0404 & 0.1565 & 0.0000 & 0.0793 & 0.1306 \\
0.0827 & 0.1257 & 0.0793 & 0.0000 & 0.1150 \\
0.1400 & 0.0557 & 0.1306 & 0.1150 & 0.0000
\end{bmatrix}$$

Step 3) It can be seen that the smallest distance in the matrix $D$ is 0.0404, which corresponds to clusters $C_1$ and $C_3$. So in this step, the clusters $C_1$ and $C_3$ are merged and the following clustering will be obtained:

$$C_1 = \{H_1, H_3\}, C_2 = \{H_2\}, C_3 = \{H_4\}, C_4 = \{H_5\}$$

Step 4) the distance matrix is updated for the clusters obtained in step 3:

$$D = \begin{bmatrix}
0.0000 & 0.1492 & 0.0793 & 0.1306 \\
0.1492 & 0.0000 & 0.1257 & 0.0557 \\
0.0793 & 0.1257 & 0.0000 & 0.1150 \\
0.1306 & 0.0557 & 0.1150 & 0.0000
\end{bmatrix}$$

Since one cluster has not yet been obtained, steps 3 and 4 are repeated again. It is observed that this time, the smallest distance is 0.0557, which corresponds to clusters $C_2$ and $C_4$. Therefore, the obtained clustering is:

$$C_1 = \{H_1, H_3\}, C_2 = \{H_2, H_5\}, C_3 = \{H_4\}$$

Therefore, the distance matrix is obtained as follows:

$$D = \begin{bmatrix}
0.0000 & 0.1306 & 0.0793 \\
0.1306 & 0.0000 & 0.1150 \\
0.0793 & 0.1150 & 0.0000
\end{bmatrix}$$

Since one cluster has not yet been obtained, steps 3 and 4 are repeated again. It is observed that this time, the smallest distance is 0.0793, which corresponds to clusters $C_1$ and $C_3$. Therefore, the obtained clustering is:

$$C_1 = \{H_1, H_3, H_4\}, C_2 = \{H_2, H_5\}$$

Therefore, the distance matrix is obtained as follows:

$$D = \begin{bmatrix}
0.0000 & 0.1150 \\
0.1150 & 0.0000
\end{bmatrix}$$

Therefore, clusters $C_1$ and $C_2$ merge together and the algorithm terminates after reaching one cluster. Hence, the final cluster is as follows:

$$C = \{H_1, H_2, H_3, H_4, H_5\}$$

The dendrograms of the clustering obtained using distance measures $d_{hsnh}$ and $d_{nhsnh}$ is shown in Fig. 1(a) and Fig. 1(b), respectively.

Comparison of the results:

It can be seen that using the new distance measure $d_{nhsnh}$, the problem existing when using the distance measures $d_{hsnh}$, $d_{hsne}$, and $d_{hsnm}$ will be resolved. Since the proposed distance measures consider the hesitations of sets as well, and since the hesitation in set $H_4$ is closer to the hesitation of the sets $H_1$ and $H_3$, it seems logical that, considering
two clusters, these three sets to lay in one cluster. In addition, in case of using the measures \( d_{nhsnc} \) and \( d_{nhsnm} \), the clustering result will be similar to the result obtained using the \( d_{nhsnh} \) measure. Table \( \text{10} \) shows the obtained results.

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>Clustering using ( d_{nhsnh} ), ( d_{nhsnc} ) and ( d_{nhsnm} )</th>
<th>Clustering using ( d_{nhsnh} ), ( d_{nhsnc} ) and ( d_{nhsnm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>{H_1, H_2, H_3, H_4, H_5}</td>
<td>{H_1, H_2, H_3, H_4, H_5}</td>
</tr>
<tr>
<td>4</td>
<td>{H_1, H_3, H_2, H_4, H_5}</td>
<td>{H_1, H_3, H_2, H_4, H_5}</td>
</tr>
<tr>
<td>3</td>
<td>{H_1, H_3, H_2, H_5}</td>
<td>{H_1, H_3, H_2, H_5}</td>
</tr>
<tr>
<td>2</td>
<td>{H_1, H_3, H_4, H_5}</td>
<td>{H_1, H_3, H_4, H_5}</td>
</tr>
<tr>
<td>1</td>
<td>{H_1, H_2, H_3, H_4, H_5}</td>
<td>{H_1, H_2, H_3, H_4, H_5}</td>
</tr>
</tbody>
</table>

Table 15: Clustering results

5.2 Application of the proposed hesitance index in decision-making

In \( \text{13} \) the application of HFSS is investigated in group decision-making problems and an algorithm is also proposed for solving these problems using the HFSS. In \( \text{14} \), this algorithm is also used for handling multicriteria group decision-making under hesitant fuzzy soft numbers based on hesitant fuzzy soft set. Assuming that \( U = \{u_1, u_2, \ldots, u_n\} \) be a universal set including the alternatives and \( E = \{e_1, e_2, \ldots, e_m\} \) be a set of criteria and \( A \subseteq E \), this algorithm is presented in \( \text{14} \) in the form of Algorithm 1.

**Algorithm 1.** \( \text{14} \)

1) Input the hesitant fuzzy soft set \((\tilde{F}, A)\).
2) Compute the induced fuzzy soft set \(\Delta_{\tilde{F}} = (\tilde{G}, A)\).
3) Calculate the average of \(\tilde{G}(e_i)\) for each \(u_j\) and let it denoted as \(a_j\), this is the decision table.
4) Select the optimal alternative \(u_k\) if \(a_k = \max_j a_j\).
5) If there are more than one \(u_k\) then any one of \(u_k\) may be chosen.

In step 2 of algorithm 1, each entry of the \((\tilde{G}, A)\) is the score of the corresponding element in the \((\tilde{F}, A)\). But, the use of this method to calculate the induced fuzzy soft set may cause undesirable result for the decision-making problem. For example, the score of the two elements \(\{0.1, 0.9\}\) and \(\{0.45, 0.55\}\) is equal to 0.5, but with respect to the hesitance degree in the decision makers’ comments for the element \(\{0.1, 0.9\}\), Equivalence of the membership degrees of the two elements in the induced fuzzy soft set does not seem logical. Therefore, it is suggested that the Eq. \(\text{15}\) be used to calculate each entry of the induced fuzzy soft set.

\[
\tilde{G}(e_i)(u_j) = \frac{s(h(e_i)(u_j))}{1 + \sigma(h(e_i)(u_j))}
\]
which, $\tilde{G}(e_i)(u_j)$ is the membership degree of jst member of universal set in fuzzy set $\tilde{G}(e_i)$. $\sigma(h(e_i)(u_j))$ is the hesitance index of the element $h(e_i)(u_j)$ in hesitant fuzzy soft set $(\tilde{F}, A)$ and $s(h(e_i)(u_j))$ is the score of this element.

**Example 5.2.** Suppose that five persons are applying for a job in a company. Each of these persons is considered as a member of universal set $U = \{u_1, u_2, u_3, u_4, u_5\}$. Two decision makers have evaluated the candidates by considering a set of criteria $E = \{e_1, e_2, e_3, e_4, e_5\}$, which are “responsibility”, “appropriate knowledge”, “reliability”, “experience” and “creativity”, respectively. The comments of decision makers are gathered in the form of hesitant fuzzy soft set $(\tilde{F}, E)$ shown in Table 14. The problem is choosing the best person for the desired job.

Using the algorithm 1, and without considering the Eq. (15), the induced fuzzy soft set and the decision table are shown in Table 17 and Table 18, respectively. As shown in Table 17, the $a_2 = a_4$, therefore, one of the candidates 2 or 4 should be selected randomly, but, the comments of decision makers about candidate 4 are more hesitancy and it is not logical to consider these two candidates equally. However, if the Eq. (15) is used to compute $(G, A)$, then the new induced fuzzy soft set and the new decision table will be obtained as Table 19 and Table 20, respectively. According to Table 20, it is clear that candidate 2 is selected for this job.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>0.45, 0.5</td>
<td>0.6</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>$u_2$</td>
<td>0.7, 0.8</td>
<td>0.5, 0.7</td>
<td>0.5, 0.55</td>
<td>0.6</td>
<td>0.6, 0.8</td>
</tr>
<tr>
<td>$u_3$</td>
<td>0.3, 0.45</td>
<td>0.2</td>
<td>0.4, 0.5</td>
<td>0.25</td>
<td>0.3, 0.4</td>
</tr>
<tr>
<td>$u_4$</td>
<td>0.5, 1</td>
<td>0.3, 0.75</td>
<td>0.4, 0.8</td>
<td>0.5, 0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>$u_5$</td>
<td>0.5, 0.6</td>
<td>0.3</td>
<td>0.4, 0.55</td>
<td>0.7</td>
<td>0.2, 0.35</td>
</tr>
</tbody>
</table>

Table 16: The comments of decision makers

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>0.475</td>
<td>0.6</td>
<td>0.35</td>
<td>0.5</td>
<td>0.275</td>
</tr>
<tr>
<td>$u_2$</td>
<td>0.75</td>
<td>0.6</td>
<td>0.525</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>$u_3$</td>
<td>0.375</td>
<td>0.2</td>
<td>0.45</td>
<td>0.25</td>
<td>0.35</td>
</tr>
<tr>
<td>$u_4$</td>
<td>0.75</td>
<td>0.525</td>
<td>0.6</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>$u_5$</td>
<td>0.55</td>
<td>0.3</td>
<td>0.475</td>
<td>0.7</td>
<td>0.275</td>
</tr>
</tbody>
</table>

Table 17: The induced fuzzy soft set

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>0.463</td>
<td>0.6</td>
<td>0.333</td>
<td>0.5</td>
<td>0.256</td>
</tr>
<tr>
<td>$u_2$</td>
<td>0.714</td>
<td>0.545</td>
<td>0.512</td>
<td>0.6</td>
<td>0.636</td>
</tr>
<tr>
<td>$u_3$</td>
<td>0.349</td>
<td>0.2</td>
<td>0.429</td>
<td>0.25</td>
<td>0.333</td>
</tr>
<tr>
<td>$u_4$</td>
<td>0.6</td>
<td>0.429</td>
<td>0.5</td>
<td>0.583</td>
<td>0.6</td>
</tr>
<tr>
<td>$u_5$</td>
<td>0.524</td>
<td>0.3</td>
<td>0.442</td>
<td>0.7</td>
<td>0.256</td>
</tr>
</tbody>
</table>

Table 19: The new induced fuzzy soft

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.635</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.325</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_4$</td>
<td>0.635</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_5$</td>
<td>0.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 18: The decision table

<table>
<thead>
<tr>
<th>$U$</th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>0.4304</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.6014</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.3122</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_4$</td>
<td>0.5424</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_5$</td>
<td>0.4444</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 20: The new decision table

6 Conclusion

In the present study new distance and similarity measures were proposed for HFSSs by evaluating the standard deviation as a hesitance index for these sets. Based on the experiments in the areas of pattern recognition and clustering, the new measures could yield more logical results, compared to the distance and similarity measures which disregarded the concept of standard deviation. For example, the correct clustering may not be detected in some steps while using the distance and similarity measures without a hesitance index in clustering the hesitant fuzzy soft data. However, a more logical clustering can be obtained for these data when implementing the proposed measures. In addition, the proposed hesitance index was utilized to improve a decision-making algorithm and the improved algorithm provided
a more logical result based on a decision-making example. Future studies can be performed by using the proposed distance and similarity measures in more complex cases of decision-making, pattern recognition, clustering, and the like. Finally, the proposed measures can be extended to other hybridizations in soft sets.
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