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ABSTRACT. One of the most important stages in the urban transportation planning procedure is predicting the rate of trips generated by each traffic zone. Currently, multiple linear regression models are frequently used as a prediction tool. This method predicts the number of trips produced from, or attracted to each traffic zone according to the values of independent variables for that zone. One of the main limitations of this method is its huge dependency on the exact prediction of independent variables in future (horizon of the plan). The other limitation is its many assumptions, which raise challenging questions of its application. The current paper attempts to use fuzzy logic and its capabilities to estimate the trip generation of urban zones. A fuzzy expert system is introduced, which is able to make suitable predictions using uncertain and inexact data. Results of the study on the data for Mashhad (Lon: 59.37 E, Lat: 36.19 N) show that this method can be a good competitor for multiple linear regression method, specially, when there is no exact data for independent variables.

1. Introduction

The first and one of the most important steps in the process of traffic volume prediction is to estimate the number of trips generated in each traffic zone. Two widely-spread methods that are used for prediction are “multiple linear regression” and “cross classification” techniques [21, 32, 37].

A cross-classification table shows the number of daily trips produced per household for different characteristics of households, such as household size, number of owned cars, etc. The trip rates per household are developed from a household survey, and will be used for predicting the number of future trips.

The ‘cross-classification analysis’ method is based on estimating the rates of trip production as a function of different socio-economic characteristics of households, such as household size, number of owned cars, etc.. The basic assumption is that trip rates remain constant over time for aforesaid stratification. Therefore, the number of households of each household category needs to be forecasted in the future [37].

Multiple linear regression (MLR) method, relates the number of trips (or trip rates) of each purpose generated by each individual, household, or traffic zone,
as dependent variable, to a set of socio-economic characteristics of that individual/household/zone, as independent (explanatory) variables. This relation is expressed by a mathematical phrase. In order to use the model as a predictor of future trips, a calibration process is used to estimate the parameters (the coefficients of independent variables) under the OLS (Ordinary Least Square) assumption. In other words, first, the available ‘current’ data for both dependent and independent variables are used to estimate the parameters. Then, it is possible to predict ‘future’ trips by using the forecasted values for independent variables. The prediction can be made with the assumption that the relationship between explanatory variables and dependent variable remains unchanged for the planning year.

Despite its wide spread applications, regression has limitations [10, 21]. One of the disadvantages is the need to the other methods to forecast the values of the independent variables for the prediction period. To the extent the forecasts of the values of independent variables are erroneous; the regression-based predictions will be imprecise. In other words, there is a need to ‘exact’ data of variables for future. Second, there is no guarantee that the past relationship between independent and dependent variables will unchangeably continue in the future. As mentioned above, in urban transportation modeling procedure, it is assumed that the forecast equation holds exactly in the prediction period.

In the current study, number of trips generated by each traffic zone is estimated using a fuzzy expert system. The input of this system is inexact and inexplicit human knowledge in form of facts and certain or uncertain rules. In other words, having unclear information for future values of independent variables, it is possible to gain an insight to the dependent variable’s value for the horizon year. In this method the final output, i.e. the number of generated trips for each traffic zone will be found using a reasoning scheme. Therefore, the fuzzy expert system enables us to provide the future traffic volumes, with a reasonable precision and without the need of exactly predict the future values of independent variables.

The paper is organized as follows: first, the role of multiple linear regression in urban transportation demand modeling process is discussed, then fuzzy expert systems are introduced, and the application of computational intelligence to transportation studies is reviewed. In order to develop the study’s idea, a multiple linear regression model as well as a fuzzy expert system is constructed for Mashhad. The results of both models, and comparison them are discussed in the next section. Finally, the study’s concluding remarks, acknowledgment, and references are presented.

2. Multiple Linear Regression in Urban Transportation Demand Modeling

The commonly-used urban travel forecasting procedure is still the four-step Urban Transportation Planning System (UTPS), the first step of which, i.e. trip generation, determines the overall scale and pattern of trip making within a study area [33]. Linear regression is still widely used in transportation demand modeling particularly in modeling trip generation [32, 33, 37], even though this methodology does not recognize the non-negativity and integer nature of the trips [31, 51]. This
Regression analysis is a statistical tool for the investigation of causal or functional relationships between variables [6], or rather, regression is the study of dependence [52]. Usually, the researcher seeks to ascertain the causal effect of one variable upon other ones. In trip generation modeling, the frequently used method is multiple linear regression. The implementation of this method in transportation demand analysis was first occurred in 1950s [37]. Having found the relationship between dependent and independent variables by regression, transportation experts are able to predict trips generated by each traffic zone. The relationship between variables can be expressed by the following equation:

\[ Y = \beta_0 + \beta_1 \cdot X_1 + \beta_2 \cdot X_2 + \ldots + \beta_n \cdot X_n + \varepsilon \] (1)

where \( Y \) is the dependent variable, which in a transportation demand study is the number of produced or attracted trips. \( X_1, X_2, \ldots, X_n \) are independent variables effective on trip production or attraction, and \( \beta_0, \beta_1, \beta_2, \ldots, \beta_n \) called the regression parameters or coefficients, which are unknown constants to be determined (estimated) from the data. \( \varepsilon \) is assumed to be a random error representing the discrepancy in the approximation. It accounts for the failure of the model to fit the data exactly.

In order to construct and calibrate the model, independent variables affecting each trip purpose are chosen, and then for each traffic zone, the most recent data on the variables’ values are collected. These data are generally gathered from origin-destination surveys, as well as other sources such as organizations and governmental agencies that are responsible for providing socio-economic information. In many countries in which there is no organized structure for data storage and management, the data collection is a hard stage in the study process. The collected data are then used to estimate the model parameters by Ordinary Least Squares (OLS) method.

After parameter estimation, it is necessary to test and validate the model, and then the model is ready to predict the future values of dependent variable, which in the current study is the number of generated trips of particular purpose in each zone. At this stage, it is necessary to use other methods to forecast the values of the independent variables.

Regression analysis has disadvantages too [6, 32, 40, 51]. Some crucial limitations that justify the method used in the current study are: proposing the model structure as well as parameter estimation for modeling trip generation by regression needs an extensive data collection including a comprehensive origin-destination survey, of which high costs has been always a problem for decision-makers and researchers. Furthermore, regression is not able to manage satisfactorily on qualitative variables either in terms of interpreting the results or in terms of obtaining a realistic model [17, 55]. Finally, as mentioned earlier, predicting future values of trips produced or attracted, needs other techniques to forecast the values of independent variables as well, and this will arise more inaccuracy.
3. Fuzzy Expert Systems

Digital data processing for optimizing human decisions has been developed in the recent decades. In order to help managers and decision-makers, management information systems (MIS) were first introduced in 1960. Then in the late 1970s and early 1980s, decision support systems were presented to sponsor management and engineering decisions, of which expert systems are newer [57]. Expert systems have the capability of modeling the expert human opinions towards decision-making, consulting, learning, and research. Expert systems are computer programs that emulate the reasoning process of a human expert or perform in an expert manner in a domain for which no human expert exists. They typically reason with uncertain and imprecise information [28]. There are many sources of imprecision and uncertainty. The knowledge that they embody is often not exact in the same way that a human’s knowledge is imperfect. The facts or user-supplied information is also uncertain.

An expert system is typically made up of at least three parts: an inference engine, a knowledge base, and a global or working memory. The knowledge base contains the expert domain knowledge for use in problem solving. The working memory is used as a scratch pad and to store information gained from the user of the system. The inference engine uses the domain knowledge together with acquired information about a problem to provide an expert solution [44].

Expert systems are able to model uncertainty and imprecision by fuzzy expert systems (FES). An FES is simply the combination of the fuzzy set theory and an expert system [30]. As can be seen in Figure 1, an FES usually includes four major parts: A fuzzy rule base, a fuzzification module, an inference engine, and a defuzzification module. The fuzzification module transforms the crisp input values submitted to the FES into fuzzy variables. The inference engine uses the results of the fuzzification module and accesses the fuzzy rules in the fuzzy rule base to infer output values. The final output of the FES is provided by the defuzzification module. There are several methods for defuzzification. To name a few, the average maximum method, the weighted average maxima method, and the method most commonly used, a centroid method [30, 44]. In the current paper the centroid method was chosen because of its wide usage in the literature.

Briefly, first, the crisp data is transformed to fuzzy variables, then, reasoning starts based on the available information and rules in knowledge base. Afterwards, the final results of the model are achieved by inference engine in fuzzy format, and finally, the final fuzzy set results turns into crisp values.

4. Application of Computational Intelligence to Transportation Studies

Statistical methods have a solid and widely accepted foundations in transportation studies [22]. However, the existence of uncertainty in transportation analysis [25, 26], the rigid relationships dictated by physical principles against the approximate nature of predictions [24], and difficulties lie in working with traditional models [22, 39], justify the use of new sciences in the analyses.

Soft computing has been applied to many transportation studies. The body of literature on the applications of this branch of science to transportation studies
is considerably substantial and is still growing too [13, 25, 26, 34, 45, 47, 48, 53]. However, due to the gigantic number of studies devoted to the application of soft computing to this extensive area, the following is only an excerpt of relevant works carried out in road transportation.

4.1. Traffic Flow Modeling. A number of studies was devoted to traffic flow modeling using computational intelligence [9, 20, 54]. One of the major elements of responsive urban traffic control systems is a flow prediction model [54]. Yin et al. developed a fuzzy neural model to predict the flows in an urban street network by classifying input data into a number of clusters using a fuzzy approach and then specifying the input-output relationship as in conventional neural network approach [54]. Dimitriou et al. presented an adaptive hybrid fuzzy rule-based system for modeling and predicting the dynamic evolution of traffic flow in an urban arterial. The proposed system enables the optimal tuning of the parameters involved in the membership functions through employing a Genetic Algorithm optimization method [9]. In another study, incorporation of fuzzy description of traffic flow process, especially its parameters, in the group model was investigated, and the fuzzy version of group model of traffic flow in street networks was presented [20]. Chakroborty and Kikuchi proposed a car following model based on fuzzy inference system, which because of being based on imprecise decision making process of drivers is able to explain the properties of car following behavior, i.e., can overcome the deficiencies of the conventional car following models [4, 5].

4.2. Network Design. In a different area, fuzzy logic was used to select transportation projects, (a process usually called ‘network design’). Decision makers are faced with the problem of efficiently selecting a subset of transportation projects.
for implementation, given their limited budget. This selection process is based on multiple objectives, which are often qualitative in their nature, or their complete information is not available. The usual selection methods cannot deal effectively with the decision makers’ preferences or vagueness. Fuzzy sets theory is able to cope with inexact information, and therefore is believed to be an appropriate tool for network design. [36, 50].

4.3. Traffic Control. Traffic signal control is one of the oldest application areas of fuzzy sets in transportation engineering [35]. More intelligent traffic signal control would make the current roadway system operate more efficiently without building new roadways or widening existing roadways [56]. In the most studies devoted to fuzzy traffic control, fuzzy logic was used for signal timing at a particular intersection to ascertain whether the existing signal phasing is appropriate or not. Traffic in general is controlled by rules, and a rule-based approach gives better control related to how the system should behave. The rules and conditions in signal control are typically vague, and an expert can roughly describe how signals should operate. Therefore, a fuzzy inference rule base can be exploited to control the traffic signal timing [29]. Fuzzy logic based controllers have many advantages because they do not require many detailed mathematical formulas and numerical calculations [19]. The fuzziness of signal control can be divided into three levels: input level, in which there is uncertainty in the situation of the prevailing traffic, control level, where it is not possible to explain the cause/consequence relationship of signal control, and output level, in which, the correct control criteria are not known (for example, extension gap) [35].

4.4. Estimation of Origin-Destination Matrix. Estimation of origin-destination trip demand matrix from the traffic volume counts of the network links is a very important procedure in travel analysis and transportation planning. The traditional direct estimation methods are usually based on comprehensive survey, making use of (home) interview, and thus are typically expensive [42]. That is why the above-mentioned method plays a key role in transportation planning.

Shafahi and Faturechi presented a new fuzzy model to estimate the origin-destination matrix from traffic counts. They proposed a method that considers the link data as a fuzzy number [42]. Caggiani et al. proposed a Fuzzy generalized least square estimation method that allows to improve the estimation performances of classic generalized least square estimator by including, in addition to traffic counts, uncertain information about starting origin-destination demand [3]. Foulds et al. described a method for estimating origin-destination matrix for congested networks based on a sequence of fuzzy linear programs when the input data were incomplete and imprecise [11].

4.5. Transportation Demand Modeling. As mentioned earlier, the traditional modeling procedure for urban transportation demand, is called urban transportation planning system, or simply UTPS, which consists of four consecutive stages namely, trip generation, trip distribution, modal split, and traffic assignment [21, 32, 37]. Soft computing has been applied to all these four steps. In trip generation,
which is also the focus of the current paper, Shafahi and Abrishami developed neural and fuzzy-neural models to predict attracted school trips to each traffic zone [41]. Shafahi et al. presented a fuzzy estimation model of trip distribution for optional trip purposes including: shopping, personal, and recreation trips by applying a fuzzy rule base enhanced by expert knowledge. They have shown that the fuzzy prediction model will be more accurate. [43].

Modal split (or mode choice in a micro level), is the third step of UTPS, which splits the distributed trips into the possible modes. Prokopowicz and Sotnikov presented a hybrid system combining fuzzy logic and expert systems to evaluate the impact of price and non-price factors on transportation modal split [39]. Tortum et al. described a new approach to mode choice of intercity freight transport modeling using artificial neural networks and adaptive neuro-fuzzy inference system models [49].

Traffic assignment or route choice, perhaps is the most popular field of study to which computational intelligence has been applied. For example, Kim et al. simulated the route choice behavior by a neural network model [27]. Arslan and Khisty proposed a hybrid model that uses fuzzy logic and analytical hierarchy process, in which a set of fuzzy ‘if-then’ rules was developed to represent a typical driver’s decision on route choice [2]. Hawas discussed the calibration of routes’ utility functions and then the simulation the route choice behavior of drivers by a “rule-based” neuro-fuzzy logic model [16]. Ghatee and Hashemi in a macro view to the problem proposed a traffic assignment problem with fuzzy demand [12].

4.6. Other Studies. There are many other areas of transportation studies to which different forms of soft computing have been applied. As an example, fuzzy logic has also been utilized in ramp-metering (the use of traffic signals at freeway on-ramps to manage the rate of vehicles entering the freeway) [9, 28, 32, 45].

5. Fuzzy Expert System as an Alternative Tool to Predict Future Generated Trips

It should be noted that the current study makes the use of fuzzy logic and experts system in two different ways: first, it handles data uncertainty or imprecision, and second, it utilizes the experts’ valuable judgments. In the field of transportation study, the first specification reduces the strong need for exact data in both modeling and predicting stages, and hence it is practically a cost-effective alternative solution to ordinary expensive survey-based methods. The second feature, points to the fact that there always is a more realistic picture of study’s situation beyond what is created by rigid models, according to either experts’ experiences and their overall intuitive judgments, or qualitative and ‘non-measurable’ information that affects the case, but cannot be efficiently included in a crisp model.

The current study proposes an FES to predict future trips generated by each traffic zone. Instead of using a ‘crisp’ and unique equation relating the dependent variable (trip generation) to a set of independent explanatory variables (such as population, car ownership, etc.), a group of rules is introduced by which reasoning about the data is made. The reasoning scheme is a combination of ‘if-then’ sentences
that reconstructs the people’s decisions about how trips are generated in urban traffic zones. The reasoning is based on fuzzy variables. Therefore, there is no need to have exact data for independent variables. For example, the following rule states how population influences on generated trips in a fuzzy manner:

\[
\text{if population is low, then produced trips is low.}
\]

and the following is another example showing the relation between produced trips and population and car ownership:

\[
\text{if car ownership rate is medium and population is low, then produced trips is medium.}
\]

In the next sections, first the conventional regression-based model is created, and then FES is introduced and analyzed. In order to apply the proposed idea to a real problem, Mashhad was chosen and the two, conventional and alternative methods, have been performed and have been compared. Table 1 summarizes the specifications of the two models which will be introduced in the next sections. As can be seen in the table, four variables have been chosen to be considered in further analysis. They are ‘number of work trips produced by each traffic zone’, as the dependent variable, and population, density, average household size, and car ownership of each traffic zone. Density is the number of people living in the unit of area. Average household size of a particular zone is the average number of family members in that zone. Car ownership is the per capita rate of ownership of private cars generally expressed in terms of cars per persons.

5.1. The Data. The data used in this study is a random sample obtained from ‘Mashad Comprehensive Transportation Study (MCTS)’[18]. An origin-destination home-interview survey was made for Mashad (Lon: 59.37 E, Lat: 36.19 N). Mashad, an important city of Iran, is located in the north east of the country with an area of 270 km² and a population of about 2,400,000, according to the last countrywide census of population and housing in 2006. The study area included 141 internal and 22 external traffic analysis zones (TAZ’s). In addition to travel data, social and economic characteristics of different TAZ’s were gathered from the home-interview and the other relevant resources. Table 2 shows a brief overview of the data. Table 3 represents the correlation coefficients of the variables. Table 3 shows that population correlates significantly with the other variables, the correlations of car ownership with the other variables are not significant, and produced trips variable is highly correlated with the others (except car ownership). In ordinary situations, the correlation matrix can give some pieces of advice to select or not a particular variable, but to make the comparison possible all variables will be considered in the modeling stage.

5.2. The Multiple Leaner Regression Model. Firstly, MLR is used to model work trips produced by each traffic zone. Basically, to model work trips socio-economical, land use, and sometimes spatial variables such as population, employed population, residential density, average income, car ownership rate (per capita cars owned), distance to CBD (Central Business District) etc..
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<table>
<thead>
<tr>
<th>Mode</th>
<th>Method</th>
<th>Dependent Variable (or THEN part)</th>
<th>Explanatory Variables (or IF part)</th>
<th>Calibration technique</th>
<th>Strengths</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR</td>
<td>Multiple Linear Regression</td>
<td>number of work trips produced by each zone</td>
<td>population density, household size, car ownership</td>
<td>ordinary least squares (OLS)</td>
<td>- interpretable coefficients, - known causal structure, - distinguished theoretical background for the model, - well-known approaches for different stages of the modeling.</td>
</tr>
<tr>
<td>FES</td>
<td>Fuzzy Expert System</td>
<td></td>
<td></td>
<td>trial and error (for rules), expert's judgment (for membership functions)</td>
<td>- ability to handle uncertain (vague or ambiguous) data, - capability of handling qualitative information, - incorporation of the expert's valuable experience, - not requiring exact, detailed, and comprehensive data for calibration, - no need to the prediction of independent variables for future estimation of dependent variable.</td>
</tr>
</tbody>
</table>

Table 1. The Specifications of Two Models

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Total</th>
<th>Average</th>
<th>Max</th>
<th>Min</th>
<th>Standard deviation</th>
<th>Coefficient of Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of work trips produced by each zone</td>
<td>TRP</td>
<td>565562</td>
<td>4069</td>
<td>16390</td>
<td>39</td>
<td>1955</td>
<td>0.48</td>
</tr>
<tr>
<td>population</td>
<td>POP</td>
<td>2027763</td>
<td>14588</td>
<td>70430</td>
<td>117</td>
<td>8157</td>
<td>0.56</td>
</tr>
<tr>
<td>household size</td>
<td>HHS</td>
<td>N.A.</td>
<td>5.02</td>
<td>7.25</td>
<td>3.17</td>
<td>0.64</td>
<td>0.13</td>
</tr>
<tr>
<td>car ownership</td>
<td>OWN</td>
<td>N.A.</td>
<td>0.07</td>
<td>0.200</td>
<td>0.015</td>
<td>0.030</td>
<td>0.50</td>
</tr>
<tr>
<td>density</td>
<td>DNS</td>
<td>18097.30</td>
<td>130.20</td>
<td>459.25</td>
<td>0.61</td>
<td>94.59</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 2. A Brief Descriptive Statistics of the Data

According to available data and information and analysis results, four variables, which had been introduced in the previous sections, were chosen as the model independent variables. After carrying out a careful analysis, the model will be as follows:

\[
y = 0.22POP - 36.32HHS + 8314.91OWN + 2.36DNS \quad (R^2 = 0.91, F = 158) \\
\]

\[
t \to (21.56) \quad (-0.67) \quad (3.78) \quad (2.85) 
\]

The numbers below the variables’ coefficients represent that these statistics. As can be seen all variables except the average household size are statistically
important in a 95% of confidence. The household size can be omitted from the model, however, in order to make a comparison between two methods it remains in the final structure. The coefficient of determination ($R^2$) equals 0.81 which is acceptable and its F statistics confirms that the whole model is reliable.

5.3. Proposed Fuzzy Expert System. With the aim of building the study’s FES, first it is needed to construct the knowledge base. In this knowledge base, fuzzy variables and their membership functions are defined and then fuzzy rules are introduced. In order to perform such an analysis, ‘fuzzy wxCLIPS’ software was chosen [46] and variables as well as the rules were defined in that environment.

5.3.1. Definition of Membership Function for Variables. To process the model, variables and their membership functions must be first defined. As mentioned earlier in order to be able to draw a proper comparison, the selected variables which affect trip generation are the same as the regression model. For all variables except two ones (population and work trips), three fuzzy sets (labeled as ‘low’, ‘medium’ and ‘high’) have been chosen. Further, due to the wide range of values, the fuzzy set ‘very high’ has been chosen in addition to the three above-mentioned sets for the two latter variables. The membership functions of the aforesaid fuzzy sets were defined according to prevailing judgment about them and based on knowledge and experience. The membership functions for the fuzzy sets of five variables (i.e. population, household size, car ownership, population density and produced work trips of each zone) have been formed by triangular and trapezoidal membership functions. Figure 2 shows the fuzzy variables used in the current study.

The problem of constructing membership functions as well as the problem of determining meanings of associated operations on the linguistic terms belong to the general problem area of knowledge acquisition and ‘knowledge engineering’ [28].

There are several methods for constructing a membership function. These methods can be categorized as either being manual or automatic. The manual methods include direct and indirect one each with either one expert or multiple experts. The automatic methods use sample data to construct the membership function in different ways [8, 28]. Moreover, a membership function can be calibrated (or tuned)
by different techniques such as genetic algorithm [7], trial and error [4], etc. The current study has made the membership functions in a direct approach with one expert. Besides the expert’s experience and insight about the case, the statistical characteristics of five predefined variables (like their dispersions, ...) assisted with the formation of the linguistic variables.

5.3.2. Fuzzy Rules Definition. In order to perform reasoning, fuzzy rules should be defined. The rules reflect the influence of independent variables on the produced work trips. Fuzzy rules are based on an ‘if-then’ structure, in which, the ‘if’ parts include 4 independent variables and the ‘then’ parts include the dependent variable. For a careful fuzzy reasoning, kind of trial and error tuning was used. In order to improve the accuracy of the outputs, several combinations of rules were examined, and finally 112 rules defined for the current study. The trial and error procedure confirmed that population plays a key role in predicting produced trips. Therefore, among the 112 rules introduced to the rule base, 4 rules show relation between population and produced work trips. Other rules attempt to relate the combination of independent variables (in if part) to the dependent one (in then part). The ‘if’ parts of 12 rules include population and car ownership, and 12 rules include population and household size. In 36 rules three variables, population, household size and population density and in the other 36 rules three variables population, car ownership, and population density has been considered as the independent variable.

5.3.3. Preparing the Fuzzy Expert System. To construct the study’s FES, the Fuzzy wxCLIPS Software is used [46]. Firstly, variables and rules are defined according to the software format. Then, a GUI (Graphical User Interface) was designed to acquire the data, and represent the results. Figure 3, shows a screenshot of the GUI.

5.3.4. Running the Model. After preparing the EFS, it is now possible to run the model and predict produced work trips for each traffic zone. The values for each explanatory independent variable are entered to the model for each traffic zone. The values can be either fuzzy (such as very low, more a less high, etc.) or even crisp (ordinary numbers). One of the strengths of fuzzy logic is that you can create new fuzzy sets based on the initial ones using hedges or modifiers (expressions such as ‘very’, ‘slightly’, ‘more or less’, etc.). Therefore, the number of fuzzy sets for each variable is much more than its original three or four sets.

The software outputs the number of trips produced in each traffic zone in terms of crisp values after defuzzification of predicted fuzzy values for produced trips gained by firing the rules in the knowledge base. As mentioned earlier there are several methods for defuzzification. In current paper the centroid method was chosen because of its wide usage in the literature.

5.4. Validation. Number of trips produced in each traffic zone found by the conventional MLR method is used to draw a comparison, and hence, to assess the validity of proposed model. Figure 4 shows the predicted values of produced trips versus observed ones, and Table 4 represents the goodness of fit as well as analysis.
of variance of the MLR model. The regression equation that quantitatively characterizes this relationship, has been given both in the figure and table. As can be seen either in figure or in equation, the regression model has an acceptable performance. The coefficient of determination (R^2) is 0.81, and the F statistic equals 517.85, which implies a significant value for R^2 and hence a good performance for the whole model. The mean square error (MSE) is 714701.2. Comparison of total values of observed produced trips with predicted ones shows that the model is slightly underestimating.

Similarly, Figure 5 portrays the situation of FES predicted values of produced work trips versus observed ones and the inserted equation mathematically defines the representative line of this relationship. Table 5 also gives an insight about the overall performance of the FES model. The coefficient of determination (R^2) equals 0.79, with an F statistics of 602.70, which means and overall acceptable performance of the FES model. The mean square error of the FES is 642763.9, which is less than that of MLR implying that the FES is better than the MLR.
Figure 3. A Screenshot of the FES's GUI

Figure 4. Produced Trips of Zones Estimated by the MLR Method
Regression Statistics

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
<td>0.90</td>
</tr>
<tr>
<td>R Square</td>
<td>0.81</td>
</tr>
<tr>
<td>Adjusted R Square</td>
<td>0.81</td>
</tr>
<tr>
<td>Standard Error</td>
<td>801.73</td>
</tr>
<tr>
<td>Observations</td>
<td>140</td>
</tr>
</tbody>
</table>

ANOVA

<table>
<thead>
<tr>
<th></th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1</td>
<td>3.7E+08</td>
<td>3.7E+08</td>
<td>517.85</td>
<td>0.00</td>
</tr>
<tr>
<td>Residual</td>
<td>138</td>
<td>98628767</td>
<td>714701.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>139</td>
<td>4.69E+08</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Coefficents

<table>
<thead>
<tr>
<th></th>
<th>Standard Error</th>
<th>t Stat</th>
<th>P-Value 95% Lower</th>
<th>P-Value 95% Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>592.37</td>
<td>3.83</td>
<td>0.00</td>
<td>286.69</td>
</tr>
<tr>
<td>Observed Trips</td>
<td>0.84</td>
<td>0.03</td>
<td>0.00</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 4. The Statistical Measures for the Performance of MLR Method

(from MSE view). Total values of zonal trips predicted by FES shows (to some extent) an overestimation of observed ones. Comparison of two methods confirms that the performance of proposed method is as good as that of MLR.

5.5. Discussion. Comparison of two methods shows that FES can be a good competitor for MLR method. The difference between total predicted trips by MLR and observed ones is about -0.89%, and the similar measure for FES method is about 4.71% which are acceptable. These values show that the MLR model is slightly underestimating, while total values of zonal trips predicted by FES are an overestimation of observed ones. The coefficients of determination (R2) of MLR and FES are 0.81, 0.79, respectively, and their F statistic confirm significant values for R2. Comparison of two values proves that the performance of proposed method is as good as that of MLR (0.02 difference in R2 values is negligible). In addition, the mean square errors (MSE) are 714701.2 and 642763.9, for MLR and FES, respectively, which indicates a slightly better performance of the proposed method. In general, it can be seen that the proposed method operates as good as that of MLR.

It should be noted that the FES method has used inexact inputs to predict trips. This is a very important issue, because the proposed method obviates the need for gathering accurate and detailed data about population and other explanatory variables. This is an expensive stage in the process of urban transportation planning system. Furthermore, in order to be able to predict future trips, more attempts are needed to find (estimate) the values of independent variables in the desired future time for each zone. In other words, almost the same results have been achieved with a comparatively inexpensive method.
Figure 5. Produced Trips of Zones Estimated by the FES Method
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</tr>
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<tr>
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</tr>
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<td>R Square</td>
</tr>
<tr>
<td>Adjusted R Square</td>
</tr>
<tr>
<td>Standard Error</td>
</tr>
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<td>Observations</td>
</tr>
</tbody>
</table>
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<tr>
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</tr>
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<tbody>
<tr>
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</tr>
<tr>
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</tr>
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<td>Residual</td>
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</tr>
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</tr>
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</tr>
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<td>Intercept</td>
</tr>
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<td>Observed Trips</td>
</tr>
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Table 5. The Statistical Measures for the Performance of FES Method
Comparison of the predicted values shows that for the zones with lower population, the predicted values by FES are closer to the relevant observations as compared to the MLR. Tuning of the fuzzy rule base showed that population is the most important variable in trip production estimation. The regular models have already confirmed this conclusion.

In brief, in MLR the coefficients (parameters) are interpretable, and the cause and effect structure of models can be found. In addition, theoretical background of MLR helps the researchers to analyze their case more carefully. Further, there are many well-known approaches, algorithms, and softwares for this method. On the other hand, FES has the ability to handle uncertain (vague or ambiguous) data, capability of handling qualitative information, and incorporation of the expert’s valuable experience. It does not require exact, detailed, and comprehensive data for calibration, as well as the prediction of independent variables for future estimation of dependent valuable.

6. Summary and Conclusion

The current study is an endeavor to construct an alternative way for predicting generated trips. The conventional method, multiple linear regression, is still a strong tool in prediction, but it faces inherent limitations. The main issue, on which the current study has focused, is the dependence of MLR on relatively exact data. This method predicts the number of trips produced from, or attracted to each traffic zone according to the values of independent variables for that zone. One of the main limitations of this method is its huge dependence on the exact prediction of independent variables in the future (horizon of the plan). Therefore, in order to be able to do MLR, a thorough and detailed survey is needed to find the effective variables and the way they impact on the dependent variable. A systematic approach to predict the future values of the independent variables is also needed to complete the prediction process. Furthermore, the other limitation is its many assumptions, which raise challenging questions of its application.

Comparison of the predicted values showed that for the zones with lower population, the predicted values by FES were closer to the relevant observations as compared to the MLR. Tuning of the fuzzy rule base showed that population is the most important variable in trip production estimation: The conclusion which the regular models have already confirmed.

The values of total predicted trips showed that the MLR model was slightly underestimating, while total values of zonal trips predicted by FES were an over-estimation of observed ones. The coefficients of determination of MLR and FES proved that the performance of proposed method was as good as that of MLR. In addition, the mean square errors (MSE) for MLR and FES indicated a slightly better performance of the proposed method. In general, it can be seen that the proposed method operates as good as that of MLR.

In MLR the coefficients (parameters) are interpretable, and the cause and effect structure of models can be found. In addition, theoretical background of MLR helps the researchers to analyze their case more carefully. Further, there are many well-known approaches, algorithms, and softwares for this method. On the other
hand, FES has the ability to handle uncertain (vague or ambiguous) data, capability of handling qualitative information, and incorporation of the expert’s valuable experience. It does not require exact, detailed, and comprehensive data for calibration, as well as the prediction of independent variables for future estimation of dependent valuable.

In brief, the fuzzy expert system proposed in the current study uses inexact information for input variables to predict future trips, and thus it is an economical approach. Because the predicted future trips are generally use for planning purposes, loss of precision in FES does not considerably influence the final plan.
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