AN EXTENDED FUZZY ARTIFICIAL NEURAL NETWORKS MODEL FOR TIME SERIES FORECASTING
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ABSTRACT. Improving time series forecasting accuracy is an important yet often difficult task. Both theoretical and empirical findings have indicated that integration of several models is an effective way to improve predictive performance, especially when the models in combination are quite different. In this paper, a model of the hybrid artificial neural networks and fuzzy model is proposed for time series forecasting, using autoregressive integrated moving average models. In the proposed model, by first modeling the linear components, autoregressive integrated moving average models are combined with the these hybrid models to yield a more general and accurate forecasting model than the traditional hybrid artificial neural networks and fuzzy models. Empirical results for financial time series forecasting indicate that the proposed model exhibits effectively improved forecasting accuracy and hence is an appropriate forecasting tool for financial time series forecasting.

1. Introduction

Time series forecasting is an important area of forecasting. First, past observations on a variable are analyzed in order to develop a model describing the underlying relationship. This model is then used to extrapolate the time series into the future. This modeling approach is particularly useful when little knowledge is available on the underlying data generating process or when there is no satisfactory explanatory model that relates the dependent variable to other explanatory variables. The research for improving the effectiveness of forecasting models has been never stopped since accuracy of time series forecasting is fundamental to many decision processes. Several researchers have argued that predictive performance improves when we combine several models since the risk of an inappropriate model is reduced and hence the results are more accurate [18]. Typically, this is done when the underlying process cannot easily be determined; either we cannot identify the true data generating process or a single model may not be sufficient to identify all the characteristics of the time series [40].

Since the early work of Reid [35], and Bates and Granger [3], much effort has been devoted to develop and improve hybrid forecasting Models for time series. In their pioneering work on combined forecasts, Bates and Granger [3] showed that a
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linear combination of forecasts have a smaller error variance than any of the individual methods. Since then, the studies on this topic have expanded dramatically. Makridakis et al. [29] claimed that using a hybrid model or combining several models has become a common practice for improving forecasting accuracy ever since the well-known M-competition in which a combination of forecasts from more than one model often leads to improved forecasting performance while Pelikan et al. [34], and Ginzburg and Horn [14] proposed combining several feedforward neural networks to improve time series forecasting accuracy. Clemen [10] provides a comprehensive review and annotated bibliography in this area.

Recently, several hybrid forecasting models have been developed by integrating different models together in order to improve prediction accuracy [30]. Chen and Wang [8] constructed a combination model incorporating a seasonal autoregressive integrated moving average (SARIMA) model and support vector machines (SVMs) for seasonal time series forecasting. Zhou and Hu [51] proposed a hybrid modeling and forecasting approach based on Grey and Box-Jenkins autoregressive moving average (ARMA) models. Armano et al. [2] presented a new hybrid approach, which integrates artificial neural networks (ANNs) with genetic algorithms (GAs) for stock market forecasting. Yu et al. [47] proposed a novel nonlinear ensemble forecasting model integrating generalized linear auto regression (GLAR) with artificial neural networks to obtain accurate predictions in the foreign exchange market. Tsim et al. [41] presented a hybrid artificial intelligence (AI) approach, integrating the rule-based systems technique and artificial neural networks for S&P 500 stock index prediction. Tseng et al. [43] proposed a hybrid model called SARIMABP, combining the seasonal autoregressive integrated moving average models with the back-propagation (BP) neural networks to predict seasonal time series data. Luxhoj et al. [28] presented a hybrid econometric and neural networks model for sales forecasting. Voort et al. [44] introduced a hybrid method called KARIMA using a Kohonen self-organizing maps (SOMs) and autoregressive integrated moving average models for short-term prediction. Chang et al. [6] developed a hybrid model by integrating a self organization map (SOM) neural network, genetic algorithms (GAs) and Fuzzy Rule Base (FRB) to forecast the future sales of a printed circuit board factory. Lin and Cobourn [26] combined the Takagi-Sugeno fuzzy system and a nonlinear regression (NLR) model for time series forecasting. Pai [33] proposed the hybrid ellipsoidal fuzzy system (HEFST) model to forecast regional electricity loads in Taiwan. Based on the basic concepts of artificial neural networks, Khashei et al. [25] proposed a new hybrid model for time series forecasting using fuzzy regression models to overcome the data limitation of artificial neural networks and yield more accurate results, especially in incomplete data situations.

In this paper, a model is proposed which, using autoregressive integrated moving average models extends the hybrid fuzzy artificial neural network model and has higher forecasting accuracy. In the proposed model, linear components of time series are first modeled by an autoregressive integrated moving average model. Then the set of the estimated values and residuals which respectively contain the linear and nonlinear relationships, are used as input values in the hybrid fuzzy artificial neural network model. In order to show its appropriateness and effectiveness, the
method is applied to financial markets forecasting problems and its performance is compared with the autoregressive integrated moving average (ARIMA), traditional hybrid fuzzy artificial neural network (FANNs), and adaptive network fuzzy inference systems (ANFIS) models, using three time series including the exchange rate (US $/Iran rial), gold price (gram/US $), and exchange rate (Euro/Iran rial). The rest of the paper is organized as follows. In the next section, the basic concepts and modeling approaches of the autoregressive integrated moving average (ARIMA) models are briefly reviewed. Hybrid fuzzy artificial neural network (FANNs) models are introduced in section 3 and the proposed model is formulated in section 4. In section 5, this model is applied to financial markets forecasting and its performance is compared with those of other fuzzy and non-fuzzy forecasting models. The final section of the paper contains some conclusions.

2. The Auto-regressive Integrated Moving Average (ARIMA) Models

For more than half a century, autoregressive integrated moving average models have dominated many areas of time series forecasting. In an autoregressive integrated moving average \((p,d,q)\) model, the future value of a variable is assumed to be a linear function of several past observations and random errors. That is, the underlying process that generates the time series with the mean \(\mu\) has the form:

\[
\phi(B) \nabla^d (y_t - \mu) = \theta(B) a_t
\]

where, \(y_t\) and \(a_t\) are the actual value and random error at time period \(t\), respectively. \(\phi(B) = 1 - \sum_{i=1}^{p} \phi_i B^i\) and \(\theta(B) = 1 - \sum_{j=1}^{q} \theta_j B^j\) are polynomials in \(B\) of degree \(p\) and \(q\), \(\phi_i (i = 1, 2, ..., p)\) and \(\theta_j (j = 1, 2, ..., q)\) are model parameters, \(\nabla = (1 - B)\), \(B\) is the backward shift operator. \(p\) and \(q\) are often referred to as orders of the model and \(d\) is an integer, often referred to as the order of differencing. Random errors, \(a_t\), are assumed to be independently and identically distributed with mean zero and constant variance \(\sigma^2\). Based on the earlier work of Yule [48] and Wold [45], Box and Jenkins [4] developed a practical approach to building autoregressive integrated moving average models, which had a fundamental impact on the time series analysis and forecasting applications.

The Box-Jenkins [4] methodology includes three iterative steps of model identification, parameter estimation, and diagnostic checking. The basic idea of model identification is that if a time series is generated from an autoregressive integrated moving average process, it should have certain theoretical autocorrelation properties. By matching the empirical autocorrelation patterns with theory, it is often possible to identify one or more potential models for the given time series. Box and Jenkins [4] proposed to use the autocorrelation function (ACF) and the partial autocorrelation function (PACF) of the sample data as the basic tools for identifying the order of the autoregressive integrated moving average model. Other order selection methods have been proposed based on validity criteria, information-theoretic approaches (Akaike’s information criterion (AIC) [36]) and the minimum description length (MDL) [23, 19, 27] and recently approaches based on intelligent paradigms, such as neural networks [20], genetic algorithms [31, 32] or fuzzy systems [16] have been proposed to improve the accuracy of order selection of the...
autoregressive integrated moving average models.

In the identification step, data transformation is often required to make the time series stationary. Stationarity is a necessary condition for building an autoregressive integrated moving average model used for forecasting. A stationary time series is characterized by statistical characteristics such as the mean and the autocorrelation structure being constant over time. When the observed time series presents trend and heteroscedasticity, differencing and power transformation are applied to the data to remove the trend and to stabilize the variance before an autoregressive integrated moving average model can be fitted.

Once a tentative model is identified, estimation of the model parameters is straightforward. The parameters are estimated so that an overall measure of errors is minimized. This can be accomplished using a nonlinear optimization procedure. The last step in model building is the diagnostic checking of model adequacy, and, in particular, checking if the model assumptions about the errors, $a_t$, are satisfied.

Several diagnostic statistics and plots of the residuals can be used to examine the goodness of fit of the tentative model to the historical data. If the model is not adequate, a new tentative model is identified, again followed by the steps of parameter estimation and model verification. Diagnostic information may help suggest alternative model(s). Typically, this three-step model building process is repeated several times until a satisfactory model is finally selected. The final selected model can then be used for prediction purposes.

3. The Fuzzy Artificial Neural Networks Models

The parameters of the artificial neural networks models, $(w_{i,j}(i = 0, 1, 2, ..., p), w_j(j = 0, 1, 2, ..., q))$, (weights and biases) are crisp. In hybrid artificial neural networks and fuzzy regression models [20], fuzzy parameters in the form of triangular fuzzy numbers, $(\tilde{w}_{i,j}(i = 0, 1, 2, ..., p), \tilde{w}_j(j = 0, 1, 2, ..., q))$, are used instead. In addition, this study adapts the methodology formulated by Ishibuchi and Tanaka [21] for the situation including a wide spread of the forecasted interval. A hybrid model is described using a fuzzy function with a fuzzy parameter:

$$\tilde{y}_t = f(\tilde{w}_0 + \sum_{j=1}^{q} \tilde{w}_j \tilde{X}_{t,j} + \sum_{i=1}^{p} \tilde{w}_{i,j}y_{t-i}),$$

(2)

where, $y_t$ are observations and $\tilde{w}_{i,j}(i = 0, 1, 2, ..., p), \tilde{w}_j(j = 0, 1, 2, ..., q)$, are fuzzy numbers. equation (2) is modified as follows:

$$\tilde{y}_t = f(\tilde{w}_0 + \sum_{j=1}^{q} \tilde{w}_j \tilde{X}_{t,j}) = f(\sum_{j=0}^{q} \tilde{w}_j \tilde{X}_{t,j}),$$

(3)

where, $\tilde{X}_{t,j} = g(\tilde{w}_{0,j} + \sum_{i=1}^{p} \tilde{w}_{i,j}y_{t-1})$. Fuzzy parameters in the form of triangular fuzzy numbers $\tilde{w}_{i,j} = (a_{i,j}, b_{i,j}, c_{i,j})$ are used as follows:

$$\mu_{\tilde{w}_{i,j}}(w_{i,j}) = \begin{cases} \frac{1}{b_{i,j}-a_{i,j}} (w_{i,j} - a_{i,j}) & \text{if } a_{i,j} \leq w_{i,j} \leq b_{i,j}, \\ \frac{1}{c_{i,j}-a_{i,j}} (w_{i,j} - a_{i,j}) & \text{if } b_{i,j} \leq w_{i,j} \leq c_{i,j}, \end{cases}$$

(4)
where \( \mu_{\tilde{w}}(w_{i,j}) \) is the membership function of the fuzzy set that represents the parameter. Applying the extension principle [1,17], it is clear that the membership of \( \tilde{X}_{t,j} = g(\tilde{w}_{0,j} + \sum_{i=1}^{p} \tilde{w}_{i,j} \cdot y_{t-1}) \) in equation (3) is given as:

\[
\mu_{\tilde{X}_{t,j}}(x_{i,j}) = \begin{cases} 
\frac{(X_{t,j} - g(\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i}))}{g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i}) - g(\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i})} & \text{if } g(\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i}) \leq X_{t,j} \leq g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i}), \\
\frac{(X_{t,j} - g(\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i}))}{g(\sum_{i=0}^{p} d_{i,j} \cdot y_{t,i}) - g(\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i})} & \text{if } g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i}) \leq X_{t,j} \leq g(\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i}), \\
0 & \text{otherwise}
\end{cases}
\]

(5)

where, \( y_{t,i} = 1 \) (\( t = 1, 2, ..., k \) \( i = 0 \)), \( y_{t,i} = y_{t-i} \) (\( t = 1, 2, ..., p \)). If the fuzzy numbers, \( \tilde{X}_{t,j} \) are triangular with membership function equation (5) the membership function of \( \tilde{w}_{j} \) will be as follows:

\[
\mu_{\tilde{w}_{j}}(w_{j}) = \begin{cases} 
\frac{1}{e_{j} - d_{j}}(w_{j} - d_{j}) & \text{if } d_{j} \leq w_{j} \leq e_{j}, \\
\frac{1}{e_{j} - d_{j}}(w_{j} - f_{j}) & \text{if } e_{j} \leq w_{j} \leq f_{j}, \\
0 & \text{otherwise},
\end{cases}
\]

(6)

The membership function of \( \tilde{y}_{t} = f(\tilde{w}_{0} + \sum_{j=1}^{q} \tilde{w}_{j} \cdot \tilde{X}_{t,j}) = f(\sum_{j=0}^{q} \tilde{w}_{j} \cdot \tilde{X}_{t,j}) \) is given by

\[
\mu_{\tilde{y}}(y_{t}) \cong \begin{cases} 
-\frac{B_{1}}{2A_{1}} + \left( \frac{B_{1}}{2A_{1}} \right)^{2} - \frac{C_{1} - f^{-1}(y_{t})}{A_{1}} & \text{if } C_{1} \leq f^{-1}(y_{t}) \leq C_{3}, \\
\frac{B_{2}}{2A_{2}} + \left( \frac{B_{2}}{2A_{2}} \right)^{2} - \frac{C_{2} - f^{-1}(y_{t})}{A_{2}} & \text{if } C_{3} \leq f^{-1}(y_{t}) \leq C_{2}, \\
0 & \text{otherwise}
\end{cases}
\]

(7)

where,

\[
\begin{align*}
A_{1} &= \sum_{j=0}^{q}(e_{j} - d_{j}) \cdot (g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i}) - g(\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i})), \\
B_{1} &= \sum_{j=0}^{q}(d_{j} \cdot (g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i}) - g(\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i})) + g(\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i} \cdot (e_{j} - d_{j}))), \\
A_{2} &= \sum_{j=0}^{q}(f_{j} - e_{j}) \cdot (g(\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i}) - g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i})), \\
B_{2} &= \sum_{j=0}^{q}(f_{j} \cdot (g(\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i}) - g(\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i})) + g(\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i} \cdot (f_{j} - e_{j}))),
\end{align*}
\]
\[ C_1 \sum_{j=0}^{q} (d_j \cdot g (\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i})) \quad C_2 \sum_{j=0}^{q} (f_j \cdot g (\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i})) \]
\[ C_3 \sum_{j=0}^{q} (e_j \cdot g (\sum_{i=0}^{p} b_{i,j} \cdot y_{t,i})) \]

Now considering a threshold level \( h \) for all membership function values of observations, the relevant nonlinear programming is

\[ \text{Min} \sum_{i=1}^{k} \sum_{j=0}^{q} (f_j \cdot g (\sum_{i=0}^{p} c_{i,j} \cdot y_{t,i})) - (d_j \cdot g (\sum_{i=0}^{p} a_{i,j} \cdot y_{t,i})) \]

\[ \left\{ \begin{array}{ll}
-\frac{B_1}{2A_1} + \left[ \left( \frac{B_1}{2A_1} \right)^2 - \frac{C_1 - f^{-1}(y_t)}{A_1} \right]^{1/2} \leq h & \text{if } C_1 \leq f^{-1}(y_t) \leq C_3, \\
& \text{for } t = 1, 2, ..., k,
\end{array} \right. \]

\[ \left\{ \begin{array}{ll}
\frac{B_2}{2A_2} + \left[ \left( \frac{B_2}{2A_2} \right)^2 - \frac{C_2 - f^{-1}(y_t)}{A_2} \right]^{1/2} \leq h & \text{if } C_3 \leq f^{-1}(y_t) \leq C_2, \\
& \text{for } t = 1, 2, ..., k.
\end{array} \right. \]  \[ (8) \]

4. **Formulation of the Proposed Model**

Although artificial neural networks (ANNs) are flexible computing frameworks and universal approximators that can be applied to a wide range of forecasting problems with a high degree of accuracy, their performance in some situations, such as when dealing with linear problems, is inconsistent. Many papers in the literature are devoted to comparing artificial neural networks with linear forecasting methods [50]. Several studies have shown that artificial neural networks are significantly better than the conventional linear models and their forecast considerably and consistently more accurate. However, other studies have reported inconsistent results. Foster et al. [13] found that artificial neural networks are significantly inferior to linear regression and a simple average of exponential smoothing methods. Brace et al. [5] also found that the performance of artificial neural networks is not as good as many other statistical methods commonly used in load forecasting. Denton [11], with generated data for several different experimental conditions, shows that under ideal conditions, with all regression assumptions, there is little difference in predictability between artificial neural networks and linear regression, and that artificial neural networks perform better only under less than ideal conditions such as multicollinearity, model misspecification and the presence of outliers. Hann and Steurer [15] make comparisons between neural networks and linear models in exchange rate forecasting. They report that if monthly data are used, neural networks do not show much improvement over linear models. Taskaya and Casey [39] also compare the performance of linear models with neural networks. Their results show that linear autoregressive models outperform neural networks in some cases.

Many other researchers have also compared artificial neural networks and the corresponding traditional methods in their particular applications. Fishwick reports that the performance of artificial neural networks is worse than that of the
simple linear regression [12]. Tang et al. [37], and Tang and Fishwick [38] try to answer the question: under what conditions can neural networks forecasters perform better than the linear time series forecasting methods such as Box-Jenkins models? Some researchers believe that in the situations where artificial neural networks perform worse than linear statistical models, the reason may simply be that the data is linear without much disturbance and therefore it cannot be expected of artificial neural networks to do better [50]. However, since using artificial neural networks to model linear problems have yielded mixed results, it is not wise to apply neural networks blindly to any type of data.

Both artificial neural networks and autoregressive integrated moving average models have achieved successes in their own linear or nonlinear domains. However, none of them is a universal model that is suitable for all circumstances. The approximation of autoregressive integrated moving average models to complex nonlinear problems or using artificial neural networks to model linear problems may be equally inappropriate. In order to overcome the limitations of each components model and improve the forecasting accuracy, using hybrid models or combining several models has become a common practice. Theoretical and empirical evidence in the literature suggests that the hybrid model will have lower generalization variance or error if one uses dissimilar models, or models that disagree strongly. Moreover, because of possible unstable or changing patterns in the data, using the hybrid method can reduce the model uncertainty, which typically occurs in statistical inference and time series forecasting [49].

In the proposed model, an autoregressive integrated moving average model is initially fitted to model the linear components \( L_t \) of the time series \( \{y_t\} \). In this stage we estimate the actual values of the time series \( \{\hat{L}_t\} \) and model parameters as follows:

\[
z_t = \phi_1 z_{t-1} + \phi_2 z_{t-2} + \ldots + \phi_p z_{t-p} + a_t - \theta_{p+1} a_{t-1} - \theta_{p+2} a_{t-2} - \ldots - \theta_{p+q} a_{t-q}, \tag{9}
\]

where, \( \phi_1, \phi_2, \ldots, \phi_p \) and \( \theta_1, \theta_2, \ldots, \theta_q \) are the autoregressive integrated moving average parameters and \( z_t = (1 - B)^d (y_t - \mu) \) in which \( B \) is the backward shift operator, \( \mu \) is the mean of the observations and \( d \) is an integer, often referred to as the order of differencing. Now, if the time series is composed of a linear autocorrelation structure and a nonlinear component \( (y_t = N_t + L_t) \), the autoregressive integrated moving average model cannot model the nonlinear patterns \( (N_t) \). Hence, the residuals of the autoregressive integrated moving average model will contain only the nonlinear patterns \( (e_t = y_t - \hat{L}_t) \). In the second phase, the set of the estimated values and residuals of the linear model (respectively containing the linear and nonlinear relationships) is input in the hybrid fuzzy artificial neural network model instead of the original time series dataset. Modeling residuals using hybrid fuzzy artificial neural network model helps to discover nonlinear relationships. With \( P \) input nodes, \( Q \) hidden nodes, and one output node with linear transfer function, the neural network model for the residuals is as follows:

\[
e_t = f(e_{t-1}, \ldots, e_{t-p}) + \epsilon_t = w_0 + \sum_{j=1}^{Q} w_j g(w_{0j} + \sum_{i=1}^{P} w_{i,j} e_{t-i}) + \epsilon_t, \tag{10}
\]

where, \( e_t \) are residuals of the linear model, \( w_{i,j} (i = 0, 1, 2, \ldots, P; j = 1, 2, \ldots, Q) \), \( w_j (j = 0, 1, 2, \ldots, Q) \), are fuzzy numbers, \( f \) is a nonlinear function determined by
the neural network, and $\epsilon_t$ is the random error. If the forecast from (10) is denoted by $\hat{N}_t$, the combined forecast is given by

$$
\hat{z}_t = \hat{L} + \hat{N}_t \\
= (\phi_1z_{t-1} + \phi_2z_{t-2} + \ldots + \phi_pz_{t-p} - \theta_1a_{t-1} - \theta_2a_{t-2} - \ldots - \theta_qa_{t-q}) + \\
+ (w_0 + \sum_{j=1}^{Q} w_j g(w_0) + \sum_{i=1}^{P} w_{i,j} e_{t-i}))
$$

where, $\tilde{u}_i = (\tilde{u}_{0,i}, \tilde{u}_{1,i})$. If the model parameters ($\phi_i (i = 1, 2, \ldots, p), \theta_j (j = 1, 2, \ldots, q), \omega_l (l = 0, 1, 2, \ldots, P), \omega_j (j = 0, 1, 2, \ldots, Q)$) are triangular fuzzy numbers ($\phi_i (i = 1, 2, \ldots, p), \theta_j (j = 1, 2, \ldots, q), \omega_l (l = 0, 1, 2, \ldots, P), \omega_j (j = 0, 1, 2, \ldots, Q)$) the proposed fuzzy model is

$$
\hat{z}_t = \sum_{i=1}^{p} \tilde{\phi}_i z_{t-i} + \sum_{j=1}^{q} \tilde{\theta}_j a_{t-j} + \sum_{k=0}^{Q} \tilde{\omega}_k \tilde{\epsilon}_{t,k}.
$$

(12)

where, $\tilde{u}_y = g(\tilde{\omega}_0 + \sum_{l=1}^{P} \tilde{\omega}_{l,k} e_{t-1})$. Now, equation (12) is modified as follows:

$$
\tilde{z}_t = \sum_{i=1}^{p} \tilde{\beta}_i \tilde{z}_{t-i} + \sum_{p+q=1}^{p+q} \tilde{\beta}_i \tilde{a}_{t-p-i} + \sum_{p+q+l=1}^{p+q+l} \tilde{\beta}_l \tilde{u}_{t-i-(p+q)}
$$

(13)

where, $\tilde{x}_{t,i} = g(\tilde{\alpha}_0 + \sum_{l=1}^{P} \tilde{\alpha}_{l,i} e_{t-1})$. The fuzzy parameters are triangular fuzzy numbers $\tilde{\alpha}_{l,i} = (a_{l,i}, b_{l,i}, c_{l,i})$ with membership function

$$
\mu_{\tilde{\alpha}_{l,i}}(a_{l,i}) = \begin{cases} 
\frac{l}{a_{l,i}-a_{l,i}} & \text{if } a_{l,i} \leq a_{l,i} \leq b_{l,i}, \\
\frac{l}{b_{l,i}-c_{l,i}} & \text{if } b_{l,i} \leq a_{l,i} \leq c_{l,i}, \\
0 & \text{otherwise},
\end{cases}
$$

(14)

Applying the extension principle, it becomes clear that the membership of $\tilde{x}_{t,i} = g(\tilde{\alpha}_0 + \sum_{l=1}^{P} \tilde{\alpha}_{l,i} e_{t-1})$ in equation (13) is given by

$$
\mu_{\tilde{x}_{t,i}}(x_{t,i}) = \begin{cases} 
\frac{(x_{t,i} - g(\sum_{l=0}^{P} a_{l,i} e_{t-1}))}{g(\sum_{l=0}^{P} a_{l,i} e_{t-1}) - g(\sum_{l=0}^{P} c_{l,i} e_{t-1})} & \text{if } g(\sum_{l=0}^{P} a_{l,i} e_{t-1}) \leq x_{t,i} \leq g(\sum_{l=0}^{P} b_{l,i} e_{t-1}), \\
\frac{(x_{t,i} - g(\sum_{l=0}^{P} c_{l,i} e_{t-1}))}{g(\sum_{l=0}^{P} b_{l,i} e_{t-1}) - g(\sum_{l=0}^{P} c_{l,i} e_{t-1})} & \text{if } g(\sum_{l=0}^{P} b_{l,i} e_{t-1}) \leq x_{t,i} \leq g(\sum_{l=0}^{P} c_{l,i} e_{t-1}), \\
0 & \text{otherwise},
\end{cases}
$$

(15)
where, \( e_{t,l} = 1 \) \((t = 1, 2, ..., k \ l = 0)\), \( e_{t,l} = e_{t-l} \) \((t = 1, 2, ..., k \ l = 1, 2, ..., p)\). Hence the membership function of the triangular fuzzy parameters \((\tilde{\beta}_i \ i = 1, 2, ..., p + q + Q + 1)\) is

\[
\mu_{\tilde{\beta}_i} (\beta_i) = \begin{cases} 
\frac{1}{\beta_i - f_i} (\beta_i - d_i) & \text{if } d_i \leq \beta_i \leq r_i, \\
\frac{1}{r_i - f_i} (\beta_i - f_i) & \text{if } r_i \leq \beta_i \leq f_i, \\
0 & \text{otherwise},
\end{cases}
\]

Also, the membership function of \( \tilde{z}_t = \sum_{i=1}^{p+q+Q+1} \tilde{\beta}_i \tilde{x}_{t,i} \) is given by

\[
\mu_2 (z_t) \cong \begin{cases} 
\frac{-B_1}{2A_1} + \left[ \left( \frac{B_1}{2A_1} \right)^2 - \frac{C_1 - z_t}{A_1} \right]^{1/2} & \text{if } C_1 \leq z_t \leq C_3, \\
\frac{B_2}{2A_2} + \left[ \left( \frac{B_2}{2A_2} \right)^2 - \frac{C_2 - z_t}{A_2} \right]^{1/2} & \text{if } C_3 \leq z_t \leq C_2, \\
0 & \text{otherwise}
\end{cases}
\]

where,

\[
A_1 = \sum_{j=0}^{p+q+Q} (r_j - d_j): \left( g \left( \sum_{i=0}^{p} b_{i,j}.e_{t,i} \right) - g \left( \sum_{i=0}^{p} a_{i,j}.e_{t,i} \right) \right);
\]

\[
B_1 = \sum_{j=0}^{p+q+Q} (d_j - g(\sum_{i=0}^{p} b_{i,j}.e_{t,i}) - g(\sum_{i=0}^{p} a_{i,j}.e_{t,i}))(r_j - d_j),
\]

\[
A_2 = \sum_{j=0}^{p+q+Q} (f_j - r_j): \left( g \left( \sum_{i=0}^{p} c_{i,j}.e_{t,i} \right) - g \left( \sum_{i=0}^{p} b_{i,j}.e_{t,i} \right) \right);
\]

\[
B_2 = \sum_{j=0}^{p+q+Q} (f_j - g(\sum_{i=0}^{p} c_{i,j}.e_{t,i}) - g(\sum_{i=0}^{p} b_{i,j}.e_{t,i}))(f_j - r_j),
\]

\[
C_1 = \sum_{j=0}^{p+q+Q} \left( d_j \cdot g \left( \sum_{i=0}^{p} a_{i,j}.e_{t,i} \right) \right) \quad C_2 = \sum_{j=0}^{p+q+Q} \left( f_j \cdot g \left( \sum_{i=0}^{p} c_{i,j}.e_{t,i} \right) \right)
\]

Now considering a threshold level \( h \) for all membership function values of observations, we have the following nonlinear programming problem:

\[
\text{Min } \sum_{t=1}^{k} \sum_{j=0}^{p+q+Q} \left( f_j \cdot g \left( \sum_{i=0}^{p} c_{i,j}.e_{t,i} \right) \right) - \left( d_j \cdot g \left( \sum_{i=0}^{p} a_{i,j}.e_{t,i} \right) \right)
\]

\[
\begin{cases} 
\frac{-B_1}{2A_1} + \left[ \left( \frac{B_1}{2A_1} \right)^2 - \frac{C_1 - z_t}{A_1} \right]^{1/2} \leq h & \text{if } C_1 \leq z_t \leq C_3, \\
\frac{B_2}{2A_2} + \left[ \left( \frac{B_2}{2A_2} \right)^2 - \frac{C_2 - z_t}{A_2} \right]^{1/2} \leq h & \text{if } C_3 \leq z_t \leq C_2
\end{cases}
\]

\text{Subject to}
As a special case and for simplicity and efficiency of in forecasting, the triangular fuzzy numbers are considered symmetric, and connected weights between input and hidden layer are considered to be crisp. Then the membership function of $z_t$ transforms to

$$
\mu_z(z_t) = \begin{cases} 
1 & \text{for } z_t \neq 0, a_t \neq 0, u_{t,i} \neq 0, \\
0 & \text{otherwise}
\end{cases} \quad (19)
$$

$z_t$ represents the $t$th observation and $h$-level is the threshold value representing the degree to which the model should be satisfied by all the data points $y_1, y_2, \ldots, y_k$. The choice of $h$ influences the widths of the fuzzy parameters:

$$
\mu_z(z_t) \geq h \text{ for } t = 1, 2, \ldots, k
$$

The index $t$ refers to the number of non-fuzzy data used for constructing the model. On the other hand, the fuzziness $S$ included in the model is defined by:

$$
S = \sum_{i=1}^{p} \sum_{l=1}^{k} c_i |\phi_i||z_{t-i}| + \sum_{i=p+1}^{p+q} \sum_{l=1}^{k} c_i |\rho_i - p||a_{t+p-i}| + \sum_{i=p+q+1}^{p+q+t} \sum_{l=1}^{k} c_i |w_i||u_{t,i-(p+q)}| + \sum_{i=p+q+t}^{p+q+Q+t} \sum_{l=1}^{k} c_i |w_i||u_{t,i-(p+q)}|,
$$

where, $\rho_{i-p}$ is the autocorrelation coefficient of the time lag, $i-p$, $\phi_i$ is the partial autocorrelation coefficient of the time lag $i$, and $w_i$ is the connection weight between an output neuron and the $i$th hidden neuron. Next, the problem of finding the parameters is formulated as a linear programming problem:

$$
\text{Min } S = \sum_{i=1}^{p} \sum_{l=1}^{k} c_i |\phi_i||z_{t-i}| + \sum_{i=p+1}^{p+q} \sum_{l=1}^{k} c_i |\rho_i - p||a_{t+p-i}| + \sum_{i=p+q+1}^{p+q+t} \sum_{l=1}^{k} c_i |w_i||u_{t,i-(p+q)}| + \sum_{i=p+q+t}^{p+q+Q+t} \sum_{l=1}^{k} c_i |w_i||u_{t,i-(p+q)}|
$$

$$
\begin{cases}
\sum_{i=1}^{p} a_i z_{t-i} = \sum_{i=p+1}^{p+q} a_i a_{t+p-i} + \sum_{i=p+q+1}^{p+q+t} a_i u_{t,i-(p+q)} & t = 1, 2, \ldots, k \\
\quad + (1-h).
\end{cases}
$$

$$
S.T.
\begin{cases}
\sum_{i=1}^{p} c_i |z_{t-i}| + \sum_{i=p+p}^{p+q} c_i |a_{t+p-i}| + \sum_{i=p+q+1}^{p+q+t} c_i |a_{t+(p+q)}| \geq z_t \\
\sum_{i=1}^{p} c_i |z_{t-i}| + \sum_{i=p+p}^{p+q} c_i |a_{t+p-i}| + \sum_{i=p+q+1}^{p+q+t} c_i |a_{t+(p+q)}| \geq z_t \\
\quad - (1-h).
\end{cases}
$$

$$
\begin{cases}
c_i \geq 0 \quad \text{for } i = 1, 2, \ldots, p + q + Q + 1.
\end{cases}
$$

(22)
The procedure is as follows:

**Stage I (Phase I): Linear modeling**: Fitting an autoregressive integrated moving average (ARIMA) model using the available information in the observations. The results of the phase I, are the optimum solution of the linear parameters, \( \alpha^* = (\alpha_1^*, \alpha_2^*, ..., \alpha_{p+q}^*) \) and the residuals \( a_t \) (white noise), used as one of the input data sets in the next stage.

**Stage I (Phase II): Nonlinear modeling**: Training a neural network using the residual of autoregressive integrated moving average model. The results of phase II, are the optimum solution of the nonlinear parameters, \( \alpha^* = (\alpha_{p+q+1}^*, \alpha_{p+q+2}^*, ..., \alpha_{p+q+Q}^*, \alpha_{p+q+Q+1}^*) \) and the output value of hidden neurons, used as one of the input data sets in the next stage.

**Stage I (Phase III): Combining**: Combining the results of phase I and phase II in order to model all relations in the time series data. The result of this phase is the final estimation of actual data.

**Stage II**: Determining the minimal fuzziness: Determining the minimal fuzziness using the same criterion as in the equation (18) and \( \alpha^* = (\alpha_1^*, \alpha_2^*, ..., \alpha_{p+q+Q+1}^*) \). The number of constraint functions is the same as the number of observations. The proposed model is:

\[
\tilde{z}_t = (1 - B)^d(y_t - \mu), \quad B \text{ is the backward shift operator}, \quad d \text{ is an integer, often referred to as order of differencing,} \quad \mu \text{ is the mean of the observations,} \quad \alpha_i \text{ is the center of the relevant fuzzy number, and} \quad c_i \text{ is the spread around its center.}
\]

**Stage III**: Delete the outlying data: According to Ishibuchi and Tanaka [21], when a model has outliers with wide spread, the data close to the upper and lower bounds of the model should be deleted and then the fuzzy regression model reformulated. In order to make the model include all possible conditions, we will say that \( c_j \) has a wide spread when the data set includes a significant difference or an outlying case.

5. Application of the Proposed Model to Financial Markets Forecasting

In order to demonstrate the appropriateness and effectiveness of the proposed model, we consider forecasting the gold price \((\text{Gram/US$})\), exchange rate \((\text{US$/$Iran rial})\), and exchange rate \((\text{Euro/Iran rial})\) using time series.

5.1. Gold Price (Gram/US$) Forecasting. The information used in this investigation consists of 40 daily observations (Figure 1) of gold price \((\text{Gram/US$})\) from 26 November 2005 to 18 January 2006. The first 35 observations are used to formulate the model and the last five to evaluate the model performance.
Stage I (Phase I): Linear modeling: Using Eviews package software, the best-fitted model is ARIMA (2, 1, 0) and we have

$$\hat{y}_t = 10.76 + 1.039y_{t-1} - 0.124y_{t-2}. \quad (24)$$

Stage I (Phase II): Nonlinear modeling: In order to obtain the optimum network architecture, several network architectures are evaluated and the performance of the ANNs are compared using the concepts of artificial neural networks design [24] and the constructive algorithm in MATLAB7 package software. The best fitted network is selected, and the architecture which presents the best forecasting accuracy with the test data, is composed of three inputs, three hidden and one output neurons (in abbreviated form, $N^{(4-3-1)}$). The structure of this network is shown in Figure 2, its weights and biases are given in Table 1 and the performance measures are given in Table 2.

Stage II: Determining the minimal fuzziness: Setting $(\alpha_0^*, \alpha_1^*, \alpha_2^*) = (10.76, 1.039, 0.124)$ and $(\alpha_3^*, \alpha_4^*, \alpha_5^*, \alpha_6^*) = (2.0626, -0.03325, -1.0947, 3.0331)$, as in the previous example, the fuzzy parameters are obtained using equation (22) (with $h = 0$). These results are plotted in Figure 3.
The hybrid method provides the possible intervals. From Figure 3, we conclude that the actual values are located in fuzzy intervals but the thread of these intervals is not satisfactory, especially when the macro-economic environment is smooth. Therefore, the Ishibuchi and Tanaka method [21] is used to resolve the problem and to provide a narrower interval for decision making.

**Stage III: Delete the outlying data:** It is clear that the observation of 24-December is located at the lower bound, so the LP constrained equation that is produced by this observation is deleted and there is a return to stage II. The new results are shown in Figure 4. The future value of the gold price (Gram/US $) of the last five transaction days is forecasted using the revised model proposed and the results are shown in Table 3.

In time series analysis, it is assumed that the residuals ($y_t - \hat{y}_t$) are white noise. If this condition is not satisfied, the forecasts will not be reliable. Unfortunately, neural networks time series analysis does not check the residuals for this property. Therefore, the residuals of the proposed model are plotted in order to check their behavior. The results (Figure 5) indicate that the residuals of the proposed model are identically distributed around zero, so they are white noise and their estimates are reliable.
5.2. Exchange Rate (US Dollar/ Iran Rial) Forecasting. The information used in this investigation consists of 42 daily observations of the exchange rate of United States dollars against Iran rial from 5 Nov to 16 Dec, 2006 (Figure 6). The first 35 observations (five weeks) are used to formulate the model and the last seven (last week) to evaluate its performance.

Stage I (Phase I): Linear modeling: As in the previous example, the best model is $ARIMA(2,1,0)$ as given below:

$$\hat{y}_t = 9060.5 + 0.607y_{t-1} + 0.421y_{t-2}. \quad (25)$$

Stage I (Phase II): Nonlinear modeling: Again, the best network selected is composed of two inputs, three hidden and one output neurons (in abbreviated form, $N^{(3-3-1)}$). The structure of the this network is shown in Figure 7, the weights and biases of are given in Table 4 and the performance measures of are given in Table 5.
Figure 6. Exchange Rate (US Dollars/Iran Rial) from 5 Nov to 16 Dec 2006. Reference: Central Bank of Iran (CBI)

Figure 7. Structure of the Best Fitted Network (Exchange Rate Case), N(3-3-1)

Table 4. Weights and Biases of the Designed Network (Exchange Rate Case)

<table>
<thead>
<tr>
<th>Input Weights</th>
<th>Hidden Weights</th>
<th>Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{1}$</td>
<td>$W_{2}$</td>
<td>$W_{3}$</td>
</tr>
<tr>
<td>$W_{4}$</td>
<td>$W_{5}$</td>
<td>$W_{6}$</td>
</tr>
<tr>
<td>$W_{7}$</td>
<td>$W_{8}$</td>
<td>$W_{9}$</td>
</tr>
<tr>
<td>$W_{10}$</td>
<td>$W_{11}$</td>
<td>$W_{12}$</td>
</tr>
</tbody>
</table>

Stage II: Determining the minimal fuzziness: Setting $(\alpha_{0}^{1}, \alpha_{1}^{1}, \alpha_{2}^{1}) = (9060.05, 0.607, 0.421)$ and $(\alpha_{0}^{2}, \alpha_{1}^{2}, \alpha_{2}^{2}, \alpha_{0}^{3}) = (3.37, 6.205, -1.149, -4.060)$, the fuzzy parameters are obtained using equation (22) (with $h = 0$). The results are plotted in Figure 8.
Stage III: **Delete the outlying data:** It is clear that the observation of 22-November is located at the upper bound, so the LP constrained equation produced by this observation is deleted and there is a return to stage II. The new results are shown in Figure 9. The residuals of the model are plotted in Figure 10. The results indicate that these residuals are also identically distributed around zero, so they are white noise and their estimates are reliable.

Using the revised hybrid model, the future value of the exchange rate (US $/Iran rial) of the last seven transaction days is forecasted and the results are shown in Table 6. Although the proposed model is specifically proposed for forecasting situations with scant historical data available, the performance of the proposed model can be improved with larger data sets, as is the case with other quantitative forecasting models.
5.3. Comparison with Other Forecasting Models. In this section, the predictive capability of the proposed model is compared with the autoregressive integrated moving average (ARIMA), the hybrid artificial neural networks and fuzzy (FANNs) [24], and the adaptive neuro-fuzzy inference systems (ANFIS) [22] models, using three time series (the United States dollar against the Iran rial exchange rate, the gold price (Gram/US dollar), and the Euro against the Iran rial exchange rate). Other fuzzy and nonfuzzy forecasting models such as Chen’s fuzzy time series (first-order) [7], Chen’s fuzzy time series (high-order) [9], Yu’s fuzzy time series [46], fuzzy autoregressive integrated moving average (FARIMA) [42], and artificial neural networks (ANNs) have also been considered for comparison with the forecasting power of the proposed model in point and interval forecasting cases. To measure forecasting performance in the interval and point estimation cases, the width of the forecasted interval, and MAE (Mean Absolute Error), and MSE (Mean Squared Error) are respectively employed as performance indicators, and respectively computed from the following equations.

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |e_i| \]  
\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (e_i)^2 \]  

Based on the results obtained from these cases (Table 7), the predictive capabilities of the proposed model are rather encouraging and the possible interval suggested by the proposed model is narrower than the possible interval of the hybrid artificial neural networks and fuzzy model. The width of the forecasted interval in the proposed model is 0.29 dollar in the gold price (Gram/US dollar), 1.6 and 11.4 rial in the exchange rate (US dollar and Euro/Iran rial) forecasting cases, indicating a 9.4%, 36.0%, and 15.6% improvement upon the possible interval of the hybrid artificial neural networks and fuzzy model, respectively.

Similarly, the width of the forecasted interval is narrower than those obtained by ARIMA (95% Confidence Interval), and fuzzy ARIMA models.

In addition, according to the numerical results (Table 8 and 9), the MAE and MSE of the proposed model are lower than the hybrid artificial neural networks and fuzzy model, except for the MAE in an exchange rate (US dollar/Iran rial) case. For example in terms of MSE, the percentage improvements of the proposed model over the hybrid model, are 66.7%, 8.8%, and 8.4%, in the gold price, the exchange rates of the United States dollar and the Euro against the Iran rial cases, respectively.

<table>
<thead>
<tr>
<th>Date</th>
<th>Actual</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1- December</td>
<td>9082</td>
<td>9081</td>
<td>9083</td>
</tr>
<tr>
<td>2- December</td>
<td>9083</td>
<td>9082</td>
<td>9083</td>
</tr>
<tr>
<td>3- December</td>
<td>9083</td>
<td>9082</td>
<td>9083</td>
</tr>
<tr>
<td>4- December</td>
<td>9082</td>
<td>9081</td>
<td>9084</td>
</tr>
<tr>
<td>5- December</td>
<td>9081</td>
<td>9080</td>
<td>9082</td>
</tr>
<tr>
<td>6- December</td>
<td>9082</td>
<td>9082</td>
<td>9082</td>
</tr>
</tbody>
</table>

Table 6. Results of the Proposed Model for Test Data
(Exchange Rate Case)
Similarity, the MAE and MSE of the proposed model are lower than those of Chen’s fuzzy time series (first-order and second-order), Yu’s fuzzy time series, adaptive neuro-fuzzy inference system (ANFIS), autoregressive integrated moving average (ARIMA), and artificial neural networks (ANNs) in all cases, except for the MSE of the Yu’s model for exchange rate (Euro/Iran rial) forecasting.

6. Conclusions

Time series forecasting is an active research area with applications in a variety of fields. Despite the numerous time series models available, the accuracy of time series forecasting is fundamental to many decision processes and hence, research into ways of improving the effectiveness of forecasting models has never been given up. Combining several models or using hybrid models can be an effective way to improve forecasting performance. Theoretical as well empirical evidence in the literature suggests that by using dissimilar models or models that disagree strongly, a hybrid model will have lower generalization variance or error. Moreover, because of the possible unstable or changing patterns in the data, using the hybrid method can reduce model uncertainty, which typically occurs in statistical inference and time series forecasting.

In this paper, a model is proposed which, using autoregressive integrated moving average (ARIMA) models, extends hybrid artificial neural networks and fuzzy (FANNs) to yield more accurate results. In the proposed model, linear components of time series are first modeled by an autoregressive integrated moving average model and then, instead of the original time series data, the set of the estimated values and residuals, respectively containing only the linear and the nonlinear relationships, are applied as input values in the hybrid artificial neural networks and the fuzzy model. Experimental results of financial markets forecasting indicate that the proposed model is generally better than the hybrid artificial neural networks and fuzzy models and also better than the fuzzy and nonfuzzy models surveyed in this paper.
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Table 8. Comparison of the Performance of the Proposed Model with Those of Other Forecasting Models (Point Estimation)

<table>
<thead>
<tr>
<th>Model</th>
<th>Gold price (Crown / US dollar)</th>
<th>Exchange rate (US dollar / Iran rial)</th>
<th>Exchange rate (Euro / Iran rial)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MSE</td>
<td>MAE</td>
</tr>
<tr>
<td>Auto-Regressive Integrated Moving Average</td>
<td>0.105</td>
<td>0.017</td>
<td>0.924</td>
</tr>
<tr>
<td>Chen’s fuzzy time series (first-order)</td>
<td>0.297</td>
<td>0.116</td>
<td>0.750</td>
</tr>
<tr>
<td>Chen’s fuzzy time series (second-order)</td>
<td>0.292</td>
<td>0.111</td>
<td>0.750</td>
</tr>
<tr>
<td>Tu’s fuzzy time series</td>
<td>0.297</td>
<td>0.116</td>
<td>0.750</td>
</tr>
<tr>
<td>Artificial Neural Networks (4x70)</td>
<td>0.170</td>
<td>0.054</td>
<td>0.693</td>
</tr>
<tr>
<td>Adaptive Neuro-Fuzzy Inference Systems</td>
<td>0.081</td>
<td>0.013</td>
<td>0.625</td>
</tr>
<tr>
<td>Hybrid ANN and fuzzy</td>
<td>0.097</td>
<td>0.012</td>
<td>0.583</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>0.065</td>
<td>0.004</td>
<td>0.614</td>
</tr>
</tbody>
</table>

Table 9. Improvement Percentage of the Proposed Model in Comparison with Those of Other Forecasting Models in Point Estimation

This evidence indicates that the proposed model can be an effective way to improve forecasting accuracy; therefore, it can be used as an alternative forecasting tool for financial markets forecasting.
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