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SINGLE MACHINE DUE DATE ASSIGNMENT SCHEDULING

PROBLEM WITH PRECEDENCE CONSTRAINTS AND

CONTROLLABLE PROCESSING TIMES IN FUZZY

ENVIRONMENT

J. LI, D. XU AND H. LI

Abstract. In this paper, a due date assignment scheduling problem with
precedence constraints and controllable processing times in uncertain environ-
ment is investigated, in which the basic processing time of each job is assumed
to be the symmetric trapezoidal fuzzy number, and the linear resource con-

sumption function is used. The objective is to minimize the crisp possibilistic
mean (or expected) value of a cost function that includes the costs of earli-
ness, tardiness, makespan and resource consumption jointly by scheduling the
jobs under precedence constraints and determining the due date and the re-

source allocation amount satisfying resource constraints for each job. First,
the problem is shown to be NP-hard. Furthermore, an optimal algorithm with
polynomial time for the special case of this problem is put forward. More-
over, an efficient 2-approximation algorithm is presented based on solving the

relaxation of the problem. Finally, the numerical experiment is given, whose
results show that our method is promising.

1. Introduction

Just-In-Time(JIT) management system is usually employed by modern enter-
prises in supply chain management, which demands that the suppliers delivery
goods as close to the required dates as possible in order to reduce the earliness-
tardiness penalties [3]. One important goal of the JIT scheduling model is to
discourage early and tardy jobs so as to minimize the earliness-tardiness penalties
[31]. Due date assignment schedule strategies are usually adopted, especially when
the goal is to schedule the jobs and determine the due dates of jobs such that the
total cost is to be minimized [2, 10, 24, 28, 34].

Owing to the uncertainty inherent in practical applications, the data for the
processing times of the jobs are usually recorded or collected under the influence
of some unexpected noises. Hence, the processing times are not known exactly in
advance. As a result, due date assignment models under uncertain environment are
proposed by some researchers, in which the processing times are usually assumed to
be random variables or fuzzy numbers [4, 6, 14, 16, 17, 21, 30]. For example, Cheng
[6] considers a single machine due date assignment scheduling problem in which the
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processing times are stochastically independent random variables, and the objective
is to determine the optimal due dates and the optimal schedule of jobs that jointly
minimize the expected total cost. Soroush [30] investigates a due date assignment
scheduling problem with stochastic processing times on a single machine, whose
objective is to find the optimal schedule and determine the optimal due dates for
jobs such that the expected total earliness and tardiness costs are minimized. Some
efficient heuristics are given to find candidates for the optimal sequence, and one of
these heuristics is shown to be asymptotically optimal by Portougal and Trietsch
[21]. Furthermore, a branch and bound algorithm to find the optimal solution is put
forward for this problem in [4]. Iranpoor [14] examines a schedule problem including
assigning due dates and scheduling the jobs and maintenance activity on a single
machine with stochastic processing times. For the cases that the historical data are
not abundant for the processing time of a job to get the probability distribution,
and intuition and judgment of the experienced workers play an important role
in determining the processing time of a job, the due date assignment scheduling
models in fuzzy environment are proposed [16, 17], in which the processing times
are presented by fuzzy variables and the objective is to schedule the jobs and
determine the due dates to jointly minimize the mean value of the earliness and
tardiness penalties.

In practice, the customer may demand that the job is completed before a dead-
line, which would make the enterprise to allocate extra resources such as labor
and/or capital to the job in order to speed up its processing time [15, 19, 27, 32, 33].
If the processing time is speed up by allocating extra resources, it is usually called
the controllable processing time in resource allocation scheduling problems. The
actual processing time of a job usually has two forms in resource allocation sched-
uling problems. One is linear resource consumption function, that is, the job Jj ’s
actual processing time is defined as pj = p̄j − sjuj , where p̄j is the basic processing
time, sj is the compression rate, and uj is the quantity of resources allocated for
job Jj [35]. The other form is convex resource consumption function, that is, the
job Jj ’s actual processing time is given by pj = (wj/uj)

k, where wj is the workload
along with the quantity uj of resources allocated to job Jj and the given constant k
[18]. A survey of scheduling problems with controllable processing times is given by
Shabtay and Steiner [26]. In deterministic environment, the due date assignment
scheduling problems with controllable processing times are investigated by many
scholars [7, 23, 25, 29].

Note that, in resource allocation scheduling problems, the basic processing time
of a job is not known exactly in advance due to some unexpected noises or/and
insufficient historical data for the processing time. Always, the basic processing
time is estimated by the experienced worker. For example, the basic processing
time of a job is usually about 5 hours (denoted as 5̃ hours) by one worker. If the
customer demands that the job must be completed in 3 hours, the firm has to speed
up its processing time in order to satisfy the customer’s demand. The firm may
allocate the extra resources such as other workers to the job. For example, the
actual processing time may be about 2.5 hours (denoted as 2̃.5 hours) by allocating
one more worker to the job. If the uncertain processing time of the job is speed up by
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allocating extra resources, it is called the controllable processing time in uncertain
environment. Besides, there are usually precedence constraints among jobs in real-
life applications [20, 36]. In order to improve the satisfaction of the customers
and reduce the inventor costs for the enterprises, it is important to schedule the
jobs under the precedence constraints and determine the due date with controllable
processing time for each job in uncertain environment. Taking all factors above into
account, we study the due date assignment scheduling problem with precedence
constraints and controllable processing times in uncertain environment, in which
the basic processing time of each job is assumed to be fuzzy number, and the linear
resource consumption function is used. The objective is to minimize the crisp
possibilistic mean (or expected) value of a cost function that includes the costs of
earliness, tardiness, makespan and resource consumption jointly by scheduling the
jobs under precedence constraints and determining the due date and the resource
allocation amount satisfying resource constraints for each job. First, we show that
the problem of this paper is NP-hard. Furthermore, an optimal algorithm with
polynomial time for special case of this problem is put forward. Also, an efficient
2-approximation algorithm is presented for the problem with general constraints
based on solving a relaxation of the problem. Finally, the numerical experiment is
given, whose results show that our method is promising.

The rest of the paper is organized as follows. In next section, some notions of the
fuzzy sets theory used in this paper are introduced, and the formal description of
the considered problem is given. In section 3, the computational complexity of the
problem is discussed. In section 4, an optimal algorithm with polynomial time is
proposed for special case of the considered problem. In section 5, a 2-approximation
algorithm is presented for the problem with general constraints based on solving
a relaxation of this kind of scheduling problems. In section 6 and section 7, the
numerical experiment and some conclusions are given, respectively.

2. Preliminary and Problem Formulation

2.1. Preliminary. A fuzzy number Ã is a fuzzy set of the real line R with a
normal, fuzzy convex and continuous membership function of bounded support,
and the family of fuzzy numbers of the real line R is denoted by F(R) [5]. Let

Ã ∈ F(R) and γ ∈ [0, 1], the crisp set Ãγ defined by {t ∈ R|Ã(t) ≥ γ} is called

the γ-cut of Ã [9]. It follows from the definition of fuzzy number that Ãγ is an

interval, that is Ãγ = [a1(γ), a2(γ)]. In [5], a trapezoidal fuzzy number Ã, denoted
by (a, b, α, β) with peak [a, b], left-width α > 0 and right-width β > 0, is defined
with the membership function

µÃ(x) =



x− a+ α

α
, x ∈ [a− α, a);

1, x ∈ [a, b);
x− b− β

−β
, x ∈ [b, b+ β];

0, ortherwise.

When α = β, the trapezoidal fuzzy number is called the symmetric trapezoidal
fuzzy number denoted by (a, b, α). For the symmetric trapezoidal fuzzy number
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(a, b, α), (b − a) is called peak width, and λ = (b − a)/α is called the ratio of
peak-width and left-width. In this paper, the symmetric trapezoidal fuzzy number
(a, b, α) with the ratio λ of peak-width and left-width is always simplistically called
the symmetric trapezoidal fuzzy number (a, b, α) with ratio λ.

The following arithmetic operations of fuzzy numbers are given in [13]. For

Ã, B̃ ∈ F(R), let Ãγ = [a1(γ), a2(γ)] and B̃γ = [b1(γ), b2(γ)], then

Ã+ B̃ =
∪

γ∈[0,1]

γ[a1(γ) + b1(γ), a2(γ) + b2(γ)];

Ã− B̃ =
∪

γ∈[0,1]

γ[a1(γ)− b2(γ), a2(γ)− b1(γ)];

cÃ =
∪

γ∈[0,1]

γ[ca1(γ), ca2(γ)] for c ≥ 0;

max{Ã, B̃} =
∪

γ∈[0,1]

γ[a1(γ) ∨ b1(γ), a2(γ) ∨ b2(γ)].

According to the operations above, for the trapezoidal fuzzy numbers (a1, b1, α1)
and (a2, b2, α2), it is easy to get

(a1, b1, α1) + (a2, b2, α2) = (a1 + a2, b1 + b2, α1 + α2);

c(a, b, α) = (ca, cb, cα) for c ≥ 0.

Definition 2.1. [5] The crisp possibilistic mean value and variance of the fuzzy

number Ã, denoted by M̄(Ã) and Var(Ã), are defined as

M̄(Ã) =

∫ 1

0

γ(a1(γ) + a2(γ))dγ and Var(Ã) =
1

2

∫ 1

0

γ(a1(γ)− a2(γ))
2dγ,

respectively. The standard deviation of Ã is defined by σÃ =
√
Var(Ã).

According to the arithmetic operations of fuzzy numbers and Definition 2.1, it
is easy to verify that

M̄(Ã+ B̃) = M̄(Ã) + M̄(B̃) and M̄(cÃ) = cM̄(Ã) for c ≥ 0.

In [5], it is pointed out that, for the trapezoidal fuzzy number Ã = (a, b, α, β),

M̄(Ã) = a+b
2 + β−α

6 and Var(Ã) = [ b−a
2 + β+α

6 ]2 + (α+β)2

72 , respectively. Also, for

the symmetric trapezoidal fuzzy number Ã = (a, b, α) with ratio λ = b−a
α , it is

easy to get M̄(Ã) = a+b
2 , Var(Ã) = [ b−a

2 + α
3 ]

2 + α2

18 = [λ
2

4 + λ
3 + 1

6 ]α
2 and σÃ =

α
√

λ2

4 + λ
3 + 1

6 .

2.2. Problem Formulation. In this paper, a single machine due date assignment
scheduling problem with precedence constraints and controllable processing times
in uncertain environment is investigated, which can be formulated as follows. There
is a set of jobs J = {J1, J2, · · · , Jn} to be processed on a single machine, in which
the preemption of the jobs and idle machine time are not allowed, and the machine
can process at most one job at a time; there are precedence constraints between
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jobs. The precedence constraints are specified in the form of a directed acyclic
graph G same as ones used in [1], in which each vertex represents a job. We say
that Ji precedes Jj or Jj succeeds Ji, written Ji → Jj , whenever there is a directed
path from vertex Ji to vertex Jj in G; the additional resources with total amount U0

will be allotted to jobs; ui ≥ 0 denotes the amount of additional resources assigned
to job Ji; if there are no additional resources to jobs Ji, its processing time belongs
to [ai −αi, bi +αi](bi ≥ ai ≥ αi > 0), and is assume to be a symmetric trapezoidal
fuzzy number (ai, bi, αi), which is called the basic processing time of job Ji, denoted
as ¯̃pi = (ai, bi, αi)(i = 1, · · · , n); if there are additional resources with amount ui

assigned to job Ji, its actual processing time p̃i is assumed to be linear function of
the amount of the allocated resources, i.e., the resource consumption function is of
the form

p̃i(ui) = ¯̃pi − siui,

where ¯̃pi = (ai, bi, αi) is the basic processing time, si is the positive compression
rate of job Ji, 0 ≤ ui ≤ ai−αi

si
and

∑n
i=1 ui ≤ U0; a schedule is said to be feasible

if all jobs can be successfully processed with respect to precedence constraints and
resource constraints

∑n
i=1 ui ≤ U0 and 0 ≤ ui ≤ ai−αi

si
(i = 1, · · · , n); for a feasible

schedule π, the deterministic due date of job Ji is denoted by di; fuzzy numbers C̃i,
Ẽi = max{di − C̃i, 0} and T̃i = max{C̃i − di, 0} represent the completion time, the
earliness and the tardiness of job Jj , respectivly; the per unit earliness penalties
and the per unit tardiness penalties are ei and ti, respectively. The objective is to

determine the due dates d⃗ = (d1, d2, · · · , dn) and the resource allocation amounts
u⃗ = (u1, u2, · · · , un) satisfying resource constraints and schedule the jobs under
precedence constraints such that the crisp possibilistic mean (or expected) value of
a cost function that includes the costs of earliness, tardiness, makespan and resource
consumption is minimized. The objective function is denoted as follows:

f(π, d⃗, u⃗) = M̄(
n∑

i=1

(eiẼi + tiT̃i) + δC̃max +
n∑

i=1

viui),

where C̃max = max{C̃1, · · · , C̃n} is the maximal completion time (makespan),
δ ≥ 0 is the cost of one unit of operation time, and vi ≥ 0 is the cost of one unit of
resources allocated to job Ji. The problem discussed in this paper can be described
by the following optimization problem:

min f(π, d⃗, u⃗) = M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +
∑n

i=1 viui)
s.t. 0 ≤ ui ≤ ai−αi

si
;∑n

i=1 ui ≤ U0;
all jobs in π satify the constriants G.

Extending the standard scheduling notations [11], this problem is denoted as

1|prec, p̃, resource, d⃗|M̄(
n∑

i=1

(eiẼi + tiT̃i) + δC̃max +
n∑

i=1

viui).
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Definition 2.2. Let the completion time and the due date of a job be C̃ and d. If
the crisp possibilistic mean value of the job’s earliness-tardiness penalties

M̄(emax{d− C̃, 0}+ tmax{C̃ − d, 0})

reaches the minimal value when d = d∗, then d∗ is called the optimal due date with
respect to the completion time C̃.

Definition 2.3. For a feasible schedule π of jobs, assign the due date di and the

amount ui of additional resources to Ji(i = 1, · · · , n) and let d⃗ = (d1, · · · , dn) and
u⃗ = (u1, · · · , un). < π∗, d⃗∗, u⃗∗ > is call the optimal schedule of jobs, if f(π, d⃗, u⃗) =

M̄(
∑n

i=1 eiẼi +
∑n

i=1 tiT̃i + δC̃max +
∑n

i=1 viui) reaches the minimal value when

< π, d⃗, u⃗ >=< π∗, d⃗∗, u⃗∗ >. For convenience, π is also called an optimal schedule

with d⃗ and u⃗, or π is optimal.

3. Computational Complexity Results

In this section, we examine the computational complexity of the problem dis-
cussed in this paper, and show that it is NP-hard.

Lemma 3.1. Let the per unit earliness penalties, the per unit tardiness penalties
and the completion time of a job be e, t, and C̃ = (a, b, α) with ratio λ = (b− a)/α,

then the optimal due date d∗ of the job with respect to the completion time C̃ is as
follows:

d∗ = M̄(C̃) +
k∗ − λ

2√
λ2

4 + λ
3 + 1

6

σC̃ ,

where

k∗ =


√

2t
t+e − 1, t ≤ e;

(λ+ 1−
√

2e
t+e ), t > e.

Proof. Do linear transform that d = M̄(C̃)+
k−λ

2√
λ2

4 +λ
3 + 1

6

σC̃ . By M̄(C̃) = a+b
2 , σC̃ =√

λ2

4 + λ
3 + 1

6α and λ = b−a
α , the linear transformation can be repressed by

d = M̄(C̃) +
k − λ

2√
λ2

4 + λ
3 + 1

6

σC̃ =
a+ b

2
+ (k − λ

2
)α = a+ kα.

Then, the crisp possibilistic mean value of the job’s earliness and tardiness penalties
can be expressed as follows:

M̄(emax{d− C̃, 0}+ tmax{C̃ − d, 0})
= M̄(emax{a+ kα− C̃, 0}+ tmax{C̃ − (a+ kα), 0}) , g(k).

Further, we have
(1)
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g(k) = M̄(emax{(a+ kα)− C̃, 0}+ tmax{C̃ − (a+ kα), 0})

=



t
(
λ
2
− k

)
α, k < −1;

t[

∫ 1+k

0

γ (λ+ 1− k − γ)αdγ +

∫ 1

1+k

γ (λ− 2k)αdγ]

+e[

∫ 1+k

0

γ (0 + 1 + k − γ)αdγ], −1 ≤ k < 0;

e[

∫ 1

0

γ (1 + k − γ)αdγ] + t[

∫ 1

0

γ (λ+ 1− k − γ)αdγ], 0 ≤ k < λ;

e[

∫ 1+λ−k

0

γ (1 + k − γ)αdγ +

∫ 1

1+λ−k

γ (2k − λ)αdγ]

+t[

∫ 1+λ−k

0

γ (1 + λ− k − γ)αdγ], λ ≤ k < 1 + λ;

eα
(
k − λ

2

)
, k ≥ λ+ 1.

By computation, we can get g(k) = αh(e, t, λ, k) where

h(e, t, λ, k)=



t

(
λ

2
− k

)
, k < −1;

t

[
(1 + k)3

6
− k +

λ

2

]
+ e

(1 + k)3

6
, −1 ≤ k < 0;

t

(
λ

2
− k

2
+

1

6

)
+ e

1 + 3k

6
, 0 ≤ k < λ;

t
(1 + λ− k)3

6
+e

[
(1 + λ− k)3

6
+ k − λ

2

]
, λ ≤ k < λ+ 1;

e

(
k − λ

2

)
, k ≥ λ+ 1.

(2)

It is easy to get that

g′(k) = α



−t, k < −1;

t (1+k)2

2
+ e (1+k)2

2
− t, −1 ≤ k < 0;

e
2
− t

2
, 0 ≤ k < λ;

e− t (1+λ−k)2

2
− e (1+λ−k)2

2
, λ ≤ k < λ+ 1;

e, k ≥ λ+ 1,

and g′′(k) ≥ 0. Hence, g(k) reaches the minimum when

k = k∗ =


√

2t
t+e

− 1, t ≤ e;

(λ+ 1−
√

2e
t+e

), t > e.

It follows that the optimal due date is

d∗ = a+ k∗α = M̄(C̃) +
k∗ − λ

2√
λ2

4 + λ
3 + 1

6

σC̃ .

�
Note that the linear transformation d = M̄(C̃)+

k−λ
2√

λ2

4 +λ
3 +

1
6

σC̃ = a+kα plays an

important role in obtaining the optimal due date with respect to C̃ = (a, b, α) with

the ratio λ = b−a
α . In fact, k = d−a

α = λ
2 +

√
λ2

4 + λ
3 + 1

6
[d−M̄(C̃)]

σC̃
is an important
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index which can express the level of the due date minimizing the earliness and
tardiness penalties with respect to the completion time in some sense. In practice,
k is sometimes called the customer service level of the due date with respect to the
completion time in uncertain environment [14, 16].

Also, by the linear transformation d = M̄(C̃) +
k−λ

2√
λ2

4 +λ
3 + 1

6

σC̃ , the earliness Ẽ

and tardiness T̃ can also be represented as Ẽ = max{d − C̃, 0} = max{M̄(C̃) +
k−λ

2√
λ2

4 +λ
3 + 1

6

σC̃−C̃, 0}, and T̃ = max{C̃−d, 0} = max{C̃−(M̄(C̃)+
k−λ

2√
λ2

4 +λ
3 +

1
6

σC̃), 0},

respectively. Hence, the crisp possibilistic mean value of the job’s earliness-tardiness
penalties M̄(eẼ + tT̃ ) is

M̄(emax{M̄(C̃) +
(k − λ

2
)σC̃√

λ2

4
+ λ

3
+ 1

6

− C̃, 0}+ tmax{C̃ − M̄(C̃)−
(k − λ

2
)σC̃√

λ2

4
+ λ

3
+ 1

6

, 0}).

Definition 3.2. For a job with the due date d and the completion time C̃ = (a, b, α)
with ratio λ = b−a

α ,

k =
λ

2
+

√
λ2

4
+

λ

3
+

1

6

[d− M̄(C̃)]

σC̃

is called the customer service level of the due date d with respect to the completion
time C̃; k∗ is called the optimal customer service level with respect to the completion
time C̃, if the crisp possibilistic mean value of the job’s earliness-tardiness penalties

M̄(emax{M̄(C̃) +
(k − λ

2
)σC̃√

λ2

4
+ λ

3
+ 1

6

− C̃, 0}+ tmax{C̃ − M̄(C̃)−
(k − λ

2
)σC̃√

λ2

4
+ λ

3
+ 1

6

, 0})

reaches the minimal value when k = k∗.

It is easy to verify that when d∗ is the optimal due date with respect to the
completion time C̃ = (a, b, α) with λ = (b − a)/α, k∗ , (d∗ − a)/α = λ

2 +√
λ2

4 + λ
3 + 1

6
d∗−M̄(C̃)

σC̃
is the optimal customer service level with respect to C̃.

On the other hand, if k∗ is the optimal customer service level with respect to

C̃ = (a, b, α) with λ = (b− a)/α, then d∗ = a+ k∗α = M̄(C̃) +
k∗−λ

2√
λ2

4 +λ
3 + 1

6

σC̃ is the

optimal due date with respect to C̃.

Let k⃗ = (k1, k2, · · · , kn) where ki is the customer service level of the due date

di with the completion C̃i with ratio λi. According to Definition 3.2, the objective

function f(π, d⃗, u⃗) can be represented by k⃗ as follows:

f(π, d⃗, u⃗) = M̄(
∑n

i=1 eiẼi +
∑n

i=1 tiT̃i + δC̃max +
∑n

i=1 viui)

= M̄(
∑n

i=1ei max{di−C̃i, 0}+ti max{C̃i−di, 0})+δM̄(C̃max)+
∑n

i=1viui

=
∑n

i=1 M̄(ei max{M̄(C̃i) +
(ki−

λi
2

)σ
C̃i√

λ2
i
4

+
λi
3

+ 1
6

−C̃i, 0}

+ti max{C̃i − (M̄(C̃i) +
(ki−

λi
2

)σ
C̃i√

λ2
i
4

+
λi
3

+1
6

), 0})+δM̄(max{C̃1,· · ·,C̃n})+
n∑

i=1

viui

, g(π, k⃗, u⃗).
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Our objective is also to sequence the jobs under precedence constraints and de-

termine the customer service levels k⃗ = (k1, k2, · · · , kn) and the amounts u⃗ =

(u1, u2, · · · , un) of resources assigned to jobs to minimize the function g(π, k⃗, u⃗).

Furthermore, without loss of generality, let π = (J1, J2, · · · , Jn) with the basic
processing time ¯̃pi = (ai, bi, αi) with λi = (bi − ai)/αi and ui be the amount of
the additional resources allocated to job Ji. Then the completion time of job Ji is

C̃i =
i∑

j=1

p̃i = (
i∑

j=1

(aj−sjuj),
i∑

j=1

(bj−sjuj),
i∑

j=1

αj) (i = 1, · · · , n). Given customer

service level ki for Ji, the due date of Ji under ki is

di = M̄(C̃i) +
ki −

λC̃i

2√
λ2
C̃i

4 +
λC̃i

3 + 1
6

σC̃i
=

i∑
j=1

(aj − sjuj) + ki

i∑
j=1

αj ,

where λC̃i
=

Σi
j=1(bj − aj)

Σi
j=1αj

. It follows by Lemma 3.1 that

(3)

g(π, k⃗, u⃗) = M̄(
n∑

i=1

ei max{
i∑

j=1

(aj−sjuj)+ki

i∑
j=1

αj−C̃i, 0}

+ti max{C̃i−(
i∑

j=1

(aj−sjuj)+ki

i∑
j=1

αj), 0}) + δM̄(C̃max) +
n∑

i=1

viui

=
n∑

i=1

M̄(ei max{
i∑

j=1

(aj−sjuj)+ki

i∑
j=1

αj−C̃i, 0}

+ti max{C̃i−(
i∑

j=1

(aj−sjuj)+ki

i∑
j=1

αj), 0}) + δM̄(C̃n) +
n∑

i=1

viui

=
n∑

i=1

{h(ei, ti, λC̃i
, ki)

i∑
j=1

αj}+ δ[
n∑

i=1

ai + bi
2

−
n∑

i=1

siui] +
n∑

i=1

viui

=
n∑

i=1

{h(ei, ti, λC̃i
, ki)

σC̃i√
λ2
C̃i

4 +
λC̃i

3 + 1
6

}+ δ
n∑

i=1

ai + bi
2

+
n∑

i=1

(vi − δsi)ui.

Lemma 3.3. Let π be an optimal schedule of jobs set J = {J1, J2, · · · , Jn} with

k⃗ = (k1, k2, · · · , kn) and u⃗ = (u1, u2, · · · , un), in which ¯̃pi = (ai, bi, αi) with λi =
(bi − ai)/αi(i = 1, · · · , n). If λ1 = λ2 = · · · = λn = λ, then

ki = k∗i ,


√

2ti
ti+ei

− 1, ti ≤ ei;

(λi + 1−
√

2ei
ti+ei

), ti > ei,
(4)

and u⃗ = (u1, u2, · · · , un) is a solution of the linear programming as follows:
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min δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)ui

s.t. 0 ≤ ui ≤
ai − αi

si
;

n∑
i=1

ui ≤ U0.

(5)

Proof. According to λ1 = λ2 = · · · = λn = λ for the jobs with ¯̃pi = (ai, bi, αi)(i =

1, · · · , n), it is easy to verify that λC̃i
=

bci − aci
αci

= λ for the completion time

C̃i = (aci , bci , αci) for job Ji in any feasible schedule of jobs. According to Lemma
3.1 and equation (1), we have h(eij , tij , λ, kij ) ≥ h(eij , tij , λ, k

∗
ij
). Suppose there

exists j0 such that kj0 ̸= k∗j0 . Without loss of generality, let j0 = 1. It follows that

g(π, k⃗, u⃗) =
n∑

l=1

{h(eil , til , λil , kil)
l∑

j=1

αij}+ δ
n∑

i=1

ai + bi
2

+
n∑

i=1

(vi − δsi)ui

> h(ei1 , ti1 , λi1 , k
∗
i1
)αi1 +

n∑
l=2

{h(eil , til , λil , k
∗
il
)

l∑
j=1

αij}

+δ
n∑

i=1

ai + bi
2

+
n∑

i=1

(vi − δsi)ui = g(π, k⃗∗, u⃗),

where k⃗∗ = (k∗1 , k
∗
2 , · · · , k∗n). A contradiction appears since π is optimal.

Also, suppose u⃗ is not a solution of the linear programming (5). Since π is
feasible, it is easy to get 0 ≤ ui ≤ (ai − αi)/si and

∑n
i=1 ui ≤ U0, which implies

u⃗ is in feasible domain of the linear programming (5). Let u⃗∗ be a solution of the
linear programming (5). Then, we have

g(π, k⃗, u⃗) =

n∑
i=1

{h(ei, ti, λC̃i
, ki)

i∑
j=1

αj}+ δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)ui

>

n∑
i=1

{h(ei, ti, λC̃i
, ki)

i∑
j=1

αj}+ δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)u
∗
i = g(π, k⃗, u⃗∗).

A contradiction also appears since π is optimal. �

In the rest of the paper, we use k⃗∗ = (k∗1 , k
∗
2 , · · · , k∗n) to denote the optimal

service level vector for an optimal schedule π of the jobs, where k∗i is obtained by
equation (4).

By the lemma above, a reduction based on the problem 1|prep|
∑n

i=1 wiCi can
be obtained.

Theorem 3.4. The problem 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi+ tiT̃i)+δC̃max+∑n
i=1 viui) is NP-hard, even if λ ¯̃pi

= (bi − ai)/αi = λ for the basic processing time
¯̃pi = (ai, bi, αi) of Ji(i = 1, · · · , n).
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Proof. We will show that the NP-hard problem 1|prep|
∑n

i=1 wiCi can be polynomi-

ally reducible to the problem 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi+tiT̃i)+δC̃max+∑n
i=1 viui). Let us recall that an instance I of 1|prep|

∑n
i=1 wiCi, in which jobs set

J = {J1, · · · , Jn}, the precedence constraints between jobs is G, job Ji’s processing
time pi > 0, and the weight of job Ji is wi(i = 1, · · · , n). The corresponding instance
I ′ of the problem 1|prec, p̃, resource, d⃗|M̄(

∑n
i=1(eiẼi+ tiT̃i)+ δC̃max+

∑n
i=1 viui)

is constructed as follows: let jobs set J ′ = {J ′
1, J

′
2, · · · , J ′

n} where J ′
i corresponds

Ji of instance I; for J ′
i , let ¯̃pi = (pi + 1, 2pi + 1, pi), ti = ei = 6

5wi, δ = 1, si =
1, vi = 2, 0 ≤ ui ≤ 1(i = 1, · · · , n), and

∑n
i=1 ui ≤ n; let the precedence constraints

between jobs in J ′ denoted as G′ be same as G.
Without of generality, let a sequence of the instance I be π = (J1, J2, · · · , Jn).

Then the corresponding sequence of instance I ′ is π′ = (J ′
1, J

′
2, · · · , J ′

n). Since
two instances have the same precedence constraints, π is feasible schedule of I if
and only if π′ is feasible one of I ′. Also, for job Ji, it is easy to get the ratio
for ¯̃pi = (pi + 1, 2pi + 1, pi) is 1; it follows that the ratio of C̃i is also 1; by
equation (4), we have the optimal customer service level k∗i = 0; it follows that
h(ei, ti, 1, 0) =

5ei
6 = wi. Let u⃗

∗ be a solution of the following linear programming

min δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)ui =

n∑
i=1

ui +

n∑
i=1

3pi + 2

2

s.t. 0 ≤ ui ≤
pi + 1− pi

si
= 1;

n∑
i=1

ui ≤ U0 = n.

It is easy to verify that the above linear programming has only one solution u⃗ =
(0, · · · , 0). Hence, u⃗∗ = (0, · · · , 0). Then we have

f(π′, d⃗∗, u⃗∗) = g(π′, k⃗∗, u⃗∗) =

n∑
i=1

{h(ei, ti, 1, 0)
i∑

j=1

pj}+
n∑

i=1

3pi + 2

2

=
n∑

i=1

wi(
i∑

j=1

pj) +
n∑

i=1

3pi + 2

2
=

n∑
i=1

wiCi +
n∑

i=1

3pi + 2

2
,

which implies that π is an optimal schedule of I if and only if π′ is an opti-
mal one of I ′. It is easy to verify that instance I ′ can be obtained from in-
stance I in polynomial time. This means that having a polynomial algorithm for

1|prec, resource, p̃, d⃗|M̄(
∑n

i=1(eiẼi+ tiT̃i)+δC̃max+
∑n

i=1 viui), we would be able
to solve the NP-hard problem 1|prep|

∑n
i=1 wiCi in polynomial time. Therefore,

the problem 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +
∑n

i=1 viui) is
NP-hard. �

4. The Polynomially Solvable Case

In above section, we show that the problem 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi+

tiT̃i) + δC̃max +
∑n

i=1 viui) is NP-hard, even if λ ¯̃pi
= λ(i = 1, · · · , n). In this



132 J. Li, D. Xu and H. Li

section, we focus on the problem with no precedence constraints between jobs,

which is denoted as 1|p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +
∑n

i=1 viui).
In the rest of this section, it is assume that λ ¯̃pi

= (bi − ai)/αi = λ for the

basic processing time ¯̃pi = (ai, bi, αi) of Ji(i = 1, · · · , n). Indeed, we can design
a polynomial time algorithm to solve the case that λ ¯̃pi

= λ(i = 1, · · · , n) as
follows:

Step 1: Input the cost of one unit of operation time δ, the total amount of
resources U0, the basic processing time (ai, bi, αi), the per unit earliness penalties
ei, the per unit tardiness penalties ti, the cost of one unit of resources vi, and the
compression rate si for job Ji(i = 1, · · · , n).

Step 2: Construct the linear programming induce by the problem 1|p̃, resource, d⃗|
M̄(

∑n
i=1(eiẼi + tiT̃i) + δC̃max +

∑n
i=1 viui) according to (5) as follows:

min δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)ui

s.t. 0 ≤ ui ≤
ai − αi

si
(i = 1, · · · , n);

n∑
i=1

ui ≤ U0.

Solve the linear programming above and obtain the solution u⃗ = (u1, · · · , un). Then
compute the actual processing time p̃i = (ai, bi, αi)−siui = (ai− siui, bi−siui, αi)
for Ji(i = 1, · · · , n).

Step 3: Compute the optimal customer service level ki according to equation
(4), then let wi = h(ei, ti, λ, ki) where the function h(e, t, λ, k) is given by (2) and
λ = (bi − ai)/αi(i = 1, · · · , n).

Step 4: Schedule the jobs according to the nonincreasing order of wi/αi. This
schedule is denoted as π.

Step 5: Compute the completion time C̃i of Ji in the schedule π obtained in step

3, then assign the due date di to Ji by di = M̄(C̃i) +
ki−λ

2√
λ2

4 +λ
3 +

1
6

σC̃i
(i = 1, · · · , n).

Step 6: Return π, d⃗=(d1, d2,· · · ,dn), u⃗ = (u1, u2,· · · ,un) and k⃗ = (k1, k2,· · ·, kn).

Theorem 4.1. The algorithm above is an optimal algorithm with polynomial time

for the problem 1|p̃, resource, d⃗| M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +
∑n

i=1 viui) with
λ ¯̃pi

= (bi − ai)/αi = λ for the basic processing time ¯̃pi = (ai, bi, αi) of Ji(i =
1, · · · , n).

Proof. It is easy to know that the time spent on the step 1, step 3, step 5 and step
6 of the above algorithm is O(n), and the time spent on step 4 is O(nlog(n)). Also,
according to [8], the linear programming in step 2 can be solve in polynomial time.
Hence, the algorithm above is a polynomial time algorithm.

Assume that there exists an optimal schedule π with k⃗ and u⃗ not obtained by the
above algorithm. Known from Lemma 3.3, ki is the same as one obtained by the
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above algorithm for Ji. Also, u⃗ is a solution of the linear programming of the step
2. According to the logic of the algorithm above, it follows that there are at least
two adjacent jobs Jj and Ji (Jj before Ji in π) such that (wj/αj) < (wi/αi). Next,
let schedule π′ be obtained by interchanging Jj and Ji without changing other jobs.
According to equation (3), it is easy to get

g(π, k⃗, u⃗)− g(π′, k⃗, u⃗) = αjαi(
wi

αi
−

wj

αj
) > 0.

Thus, a contradiction appears. �

5. Approximation Algorithm

Note that the problem 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +∑n
i=1 viui) is NP-hard even if λ ¯̃pi

= bi−ai

αi
= λ for the basic processing time

¯̃pi = (ai, bi, αi). Motivated by some polyhedral methods for the single machine
scheduling problems [12, 22], we can design an approximation algorithm for the

problem 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +
∑n

i=1 viui) when
λ ¯̃pi

= λ based on solving a linear relaxation of the problem, whose worst case ratio
is shown to be 2.

In a feasible π, the actual processing time and completion time of Ji(i = 1, · · · , n)
are p̃i and C̃i. And, the standard deviations of the actual processing time and the
completion time of job Ji are denoted as σp̃i and σC̃i

, respectively. By Definition
2.1, for p̃i and p̃j , we have σp̃i = σ ¯̃pi

, and σp̃i+p̃j = σp̃i + σp̃j ; furthermore, for

C̃i and C̃j , we also have σC̃i+C̃j
= σC̃i

+ σC̃j
. It follows that σC̃i

≤ σC̃j
if Ji is

processed before Jj in a feasible schedule π, which means that the schedule π is in
accordance with the sequence of σC̃1

, · · · , σC̃n
which is sorted from small to large.

Also, the precedence constraints G can also be presented as ones of σC̃1
, · · · , σC̃n

as follows: σC̃i
≥ σp̃i for i = 1, · · · , n; σC̃k

≥ σC̃i
+ σp̃k

for each arc JiJk in G,
and σC̃k

≥ σC̃i
+ σp̃k

or σC̃i
≥ σC̃k

+ σp̃i for any two jobs Jk and Ji. According

to Lemma 3.1 and equation (3), for the schedule π with the customer service

levels k⃗ and assigned additional resource amounts u⃗, the objective function is
g(π, k⃗, u⃗) =

∑n
i=1{h(ei, ti, λC̃i

, ki)
σ
C̃i√

λ2
C̃i
4

+
λ
C̃i
3

+ 1
6

}+ δ
∑n

i=1
ai+bi

2
+

∑n
i=1(vi − δsi)ui. Hence,

we can formulate 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi+tiT̃i)+δC̃max+
∑n

i=1 viui) in the fol-
lowing way, where σC̃i

are used as the variables and the constraints ensure that the
variables σC̃1

, · · · , σC̃n
specify a feasible set of standard deviations of the completion

times:
min

n∑
i=1

{h(ei, ti, λC̃i
, ki)

σ
C̃i√

λ2
C̃i
4

+
λ
C̃i
3

+ 1
6

} + δ
n∑

i=1

ai + bi

2
+

n∑
i=1

(vi − δsi)ui

s.t. 0 ≤ ui ≤
ai − αi

si
;

n∑
i=1

ui ≤ U0;

σ
C̃i

≥ σp̃i
for i = 1, · · · , n;

σ
C̃k

≥ σ
C̃i

+ σp̃k
for each arc JiJk in G;

σ
C̃k

≥ σ
C̃i

+ σp̃k
or σ

C̃i
≥ σ

C̃k
+ σp̃i

for any two jobs Jk, Ji, (6)
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where u1, u2, · · · , un are also variables and h(e, t, λ, k) is given in (2).

Note that the equation (6) is not linear inequality. However, for a feasible sched-
uling π = {Jπ(1),Jπ(2), · · · , Jπ(n)} of jobs set J , let S ⊂ J , then we schedule the
jobs of S according to the order of the jobs in π, which is denoted as Jπ(s1) −

Jπ(s2) − · · · − Jπ(sl). It follows that σC̃π(k)
=

k∑
j=1

σp̃π(j)
and σC̃π(sj)

=

sj∑
i=1

σp̃π(i)
. For

convenience, the following notations are used: for any set S ⊂ J = {J1, · · · , Jn},
σp̃(S) ,

∑
Ji∈S

σp̃i , σ2
p̃(S) ,

∑
Ji∈S

σ2
p̃i

and σp̃(S)
2 , [

∑
Ji∈S

σp̃i ]
2.

Then, by σp̃i = σ ¯̃pi
, we have∑

Ji∈S

σp̃iσC̃i
=

l∑
j=1

σp̃π(sj)
σC̃π(sj)

=
l∑

j=1

σp̃π(sj)
(

sj∑
i=1

σp̃π(i)
)

= σp̃π(s1)
[σp̃π(1)

+ σp̃π(2)
+ · · ·+ σp̃π(s1)

]

+σp̃π(s2)
[σp̃π(1)

+ σp̃π(2)
+ · · ·σp̃π(s1)

+ · · ·+ σp̃π(s2)
] + · · ·

+σp̃π(sl)
[σp̃π(1)

+ σp̃π(2)
+ · · ·+ σp̃π(sl−1)

+ · · ·+ σp̃π(sl)
]

≥ σp̃π(s1)
[σp̃π(s1)

] + σp̃π(s2)
[σp̃π(s1)

+ σp̃π(s2)
] + · · ·

+σp̃π(sl)
[σp̃π(s1)

+ σp̃π(s2)
+ · · ·+ σp̃π(sl)

]

=
1

2
[

l∑
j=1

σ2
p̃π(sj)

+ (
l∑

j=1

σp̃π(sj)
)2] =

1

2
[σ2

p̃(S) + σp̃(S)
2].

Based on the above linear inequalities, using the standard deviations of the com-
pletion times as the variables, a linear programming relaxation of the problem

1|prec, p̃, resource, d⃗|M̄(

n∑
i=1

(eiẼi + tiT̃i) + δC̃max +

n∑
i=1

viui)

can be represented as follows:

min

n∑
i=1

h(ei, ti, λC̃i
, ki)

σC̃i√
λ2
C̃i

4 +
λC̃i

3 + 1
6

+δ

n∑
i=1

ai+bi
2

+

n∑
i=1

(vi−δsi)ui

s.t. 0 ≤ ui ≤
ai − αi

si
;

n∑
i=1

ui ≤ U0;

σC̃i
≥ σp̃i for i = 1, · · · , n;

σC̃k
≥ σC̃i

+ σp̃k
for each arc JiJk in G;∑

Jj∈S

σp̃jσC̃j
≥ 1

2
(σ2

p̃(S) + σp̃(S)
2) for each S ⊂ J .

(7)

It is easy to verify that (σC̃1
, σC̃2

, · · · , σC̃n
, u1, u2, · · · , un) is a solution of (7) if and

only if (σC̃1
, σC̃2

, · · · , σC̃n
) and (u1, u2, · · · , un) are the solutions of the following
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linear programmings (8) and (9), respectively:

min δ
n∑

i=1

ai + bi

2
+

n∑
i=1

(vi − δsi)ui

s.t. 0 ≤ ui ≤
ai − αi

si
;

n∑
i=1

ui ≤ U0,
(8)

and

min
n∑

i=1

{h(ei, ti, λC̃i
, ki)

σ
C̃i√

λ2
C̃i
4

+
λ
C̃i
3

+ 1
6

}

s.t. σ
C̃i

≥ σp̃i
for i = 1, · · · , n;

σ
C̃k

≥ σ
C̃i

+ σp̃k
for each arc JiJk in G;∑

Jj∈S

σp̃j
σ
C̃j

≥
1

2
(σ

2
p̃(S) + σp̃(S)

2
) for each S ⊂ J . (9)

Based on the linear programmings above, we can design an approximation

algorithm for 1|prec, p̃, resource, d⃗|M̄(
∑n

i=1(eiẼi + tiT̃i) + δC̃max +
∑n

i=1 viui)
with λ ¯̃pi

= λ(1, · · · , n) as follows:

Step 1: Input the cost of one unit of operation time δ, the total amount of
additional resources U0, the precedence constraints G among jobs, the basic pro-
cessing time (ai, bi, αi), the per unit earliness penalties ei, the per unit tardiness
penalties ti, the cost of one unit of resources vi, and the compression rate si for job
Ji(i = 1, · · · , n).

Step 2: Construct the linear programming induce by 1|prec, p̃, resource, d⃗|
M̄(

∑n
i=1(eiẼi + tiT̃i) + δC̃max +

∑n
i=1 viui) according to (8) as follows:

min δ
n∑

i=1

ai + bi

2
+

n∑
i=1

(vi − δsi)ui

s.t. 0 ≤ ui ≤
ai − αi

si
(i = 1, · · · , n);

n∑
i=1

ui ≤ U0.

Solve the linear programming above and obtain the solution u⃗ = (u1, · · · , un).
Then compute the actual processing time p̃ = (ai, bi, αi) − siui = (ai − siui, bi −
siui, αi) for Ji(i = 1, · · · , n).

Step 3: Compute the optimal customer service level ki according to equation
(4), then let wi = h(ei, ti, λ, ki) where λ = (bi − ai)/αi(i = 1, · · · , n).

Step 4: Construct the linear programming induced by 1|prec, p̃, resource, d⃗|
M̄(

∑n
i=1(eiẼi + tiT̃i) + δC̃max +

∑n
i=1 viui) according to (9) as follows:

min
n∑

i=1

{h(ei, ti, λ, ki)
σ
C̃i√

λ2
C̃i
4

+
λ
C̃i
3

+ 1
6

}

s.t. σ
C̃i

≥ σp̃i
for i = 1, · · · , n;

σ
C̃k

≥ σ
C̃i

+ σp̃k
for each arc JiJk in G;∑

Jj∈S

σp̃j
σ
C̃j

≥
1

2
(σ

2
p̃(S) + σp̃(S)

2
) for each S ⊂ J .

Solve the linear programming above and obtain the solution (σ̄C̃1
, σ̄C̃2

, · · · , σ̄C̃n
).
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Step 5: Schedule the jobs according to the nondecreasing order of σ̄C̃j
, where ties

are broken by choosing an order that is consistent with the precedence constraints
G. This schedule is denoted as π.

Step 6: Compute the completion time C̃i of Ji in the schedule π obtained in step

5, then assign the due date di to Ji by di = M̄(C̃i) +
ki−λ

2√
λ2

4 +λ
3 +

1
6

σC̃i
(i = 1, · · · , n).

Step 7: Return π, d⃗=(d1, d2,· · · ,dn), u⃗ = (u1, u2,· · · ,un) and k⃗ = (k1, k2,· · · ,kn).

Theorem 5.1. The worst case ratio of the approximation algorithm above is

2 for 1|prec, p̃, resource, d⃗| M̄(
∑n

i=1(eiẼi + tiT̃i)+ δC̃max+
∑n

i=1 viui) with λ ¯̃pi
=

(bi − ai)/αi = λ for the basic processing time ¯̃pi = (ai, bi, αi) of Ji(i = 1, · · · , n).

Proof. Let the schedule π = {Jπ(1), Jπ(2), · · · , Jπ(n)} with d⃗, u⃗ and k⃗ be obtained
by the approximation algorithm above, and (σ̄C̃1

, σ̄C̃2
, · · · , σ̄C̃n

) be a solution of the

linear programming of the step 4. It follows that
∑

Jj∈S σp̃j σ̄C̃j
≥ 1

2 (σ
2
p̃(S)+σp̃(S)

2)

for each S ⊂ J . Additionally, by the step 5, we have σ̄C̃π(1)
≤ σ̄C̃π(2)

≤ · · · ≤ σ̄C̃π(n)
.

Hence, for the set S = {Jπ(1), Jπ(2), · · · , Jπ(i)} ⊂ J(i = 1, 2, · · · , n), we have

i∑
j=1

σp̃π(j)
σ̄C̃π(j)

≥ 1

2
(σ2

p̃(S) + σp̃(S)
2) ≥ 1

2
σp̃(S)

2 =
1

2
(

i∑
j=1

σp̃π(j)
)2.

It follows that σ̄C̃π(i)

∑i
j=1 σp̃π(j)

≥
∑i

j=1 σp̃π(j)
σ̄C̃π(j)

≥ 1
2 (
∑i

j=1 σp̃π(j)
)2, which

implies that, for any i ∈ {1, 2, · · · , n},

σC̃π(i)
=

i∑
j=1

σp̃π(j)
≤ 2σ̄C̃π(i)

.

Then, we have

f(π, d⃗, u⃗) =
n∑

i=1

h(eπ(i), tπ(i), λ, kπ(i))σC̃π(i)√
λ2

4 + λ
3 +

1
6

+δ
n∑

i=1

ai+bi
2

+
n∑

i=1

(vi−δsi)ui

≤
n∑

i=1

2h(eπ(i), tπ(i), λ, kπ(i))σ̄C̃π(i)√
λ2

4 + λ
3 +

1
6

+δ

n∑
i=1

ai+bi
2

+

n∑
i=1

(vi−δsi)ui

≤2[
n∑

i=1

h(eπ(i), tπ(i), λ, kπ(i))σ̄C̃π(i)√
λ2

4 + λ
3 +

1
6

+δ
n∑

i=1

ai+bi
2

+
n∑

i=1

(vi−δsi)ui]

=2[
n∑

i=1

h(ei, ti, λ, ki)σ̄C̃i√
λ2

4 + λ
3 + 1

6

+ δ
n∑

i=1

ai + bi
2

+
n∑

i=1

(vi − δsi)ui].

On the other hand, for the optimal schedule π∗ = {Jπ∗(1), Jπ∗(2), · · · , Jπ∗(n)} with

d⃗∗, u∗ and k⃗∗, Lemma 3.1 implies that k⃗∗ = k⃗, and u∗ is a solution of the linear
programming in the step 2, which means that

δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)u
∗
i = δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)ui.
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Also, (σC̃∗
1
, · · · , σC̃∗

n
) satisfies

∑
Jj∈S

σp̃jσC̃∗
j
≥ 1

2
(σ2

p̃(S) + σp̃(S)
2) for each S ⊂ J ,

which implies that (σC̃∗
1
, · · · , σC̃∗

n
) is in the feasible domain of the linear program-

ming of step 4. It follows that
n∑

i=1

{h(ei, ti, λ, ki)
σ̄C̃i√

λ2

4 + λ
3 + 1

6

} ≤
n∑

i=1

{h(ei, ti, λ, k∗i )
σC̃∗

i√
λ2

4 + λ
3 + 1

6

}.

Then, we have

f(π, d⃗, u⃗) ≤ 2[

n∑
i=1

h(ei, ti, λ, ki)σ̄C̃i√
λ2

4 + λ
3 + 1

6

+ δ

n∑
i=1

ai + bi
2

+

n∑
i=1

(vi − δsi)ui].

≤ 2[
n∑

i=1

h(ei, ti, λ, k
∗
i )σC̃∗

i√
λ2

4 + λ
3 + 1

6

+ δ
n∑

i=1

ai + bi
2

+
n∑

i=1

(vi − δsi)u
∗
i ]

= 2f(π∗, d⃗∗, u⃗∗).
�

Next, an example is given to show how the approximation algorithm above works.

Example 5.2. Let J = {J1, · · · , J12} with the basic processing times ¯̃p1 =
(3, 4, 2), ¯̃p2 = (7, 10, 6), ¯̃p3 = (5, 7, 4), ¯̃p4 = (9, 13, 8), ¯̃p5 = (4, 5, 2), ¯̃p6 = (8, 11, 6),
¯̃p7 = (6, 8, 4), ¯̃p8 = (10, 14, 8), ¯̃p9 = (7, 9, 4), ¯̃p10 = (9, 12, 6), ¯̃p11 = (11, 15, 8) and
¯̃p12 = (5, 6, 2); the per unit earliness penalty vector for jobs is (e1, · · · , e12) =
(6, 7, 3, 8, 4, 11, 9, 6, 3, 5, 3, 8); the per unit tardiness penalty vector (t1, · · · , t12) for
jobs is (5, 9, 5, 7, 8, 14, 4, 5, 8, 6, 9, 3); the total amount of resources is U0 = 50; the
cost of one unit of operation time is δ = 2; the compression rate vector of jobs is
(s1, · · · , s12) = (0.1, 0.3, 0.2, 0.4, 0.1, 0.3, 0.2, 0.4, 0.2, 0.3, 0.4, 0.1); the cost vector of
one unit of resources is (v1,· · ·, v12)=(0.5, 0.7, 0.3, 0.2, 0.1, 0.8, 0.9, 0.5, 0.3, 0.5, 0.9, 1);
and the precedence constraints between jobs are described as Figure 1.

First, according to the step 2 of the approximation algorithm above, find a
solution of the linear programming of the step 2 induced by the problem about the
amounts of the resources allocated to jobs as follows:

(u1, · · · , u12) = (0, 0, 3.463, 2.500, 17.318, 0, 0, 5.000, 12.503, 9.216, 0, 0).

Then compute the actual processing times for jobs by the resource consumption
function p̃i(ui) = ¯̃pi − siui(i = 1, · · · , 12), and we get p̃1 = (3, 4, 2), p̃2 = (7, 10, 6),
p̃3 = (4.307, 6.307, 4), p̃4 = (8, 12, 8), p̃5 = (2.268, 3.268, 2), p̃6 = (8, 11, 6), p̃7 =
(6, 8, 4), p̃8 = (8, 12, 8), p̃9 = (4.499, 6.499, 4), p̃10 = (6.235, 9.235, 6), p̃11 = (11, 15, 8)
and p̃12 = (5, 6, 2).

Next, compute the optimal customer service level for each job and find a solution
of the linear programming of step 4 in the approximation algorithm; the solution
(σ̄C̃1

, · · · , σ̄C̃12
) is (6.501, 29.778, 37.749, 5.243, 6.501, 16.987, 19.504, 26.005, 28.522,

35.233, 13.212, 14.471). Next, scheduling the jobs according to the nondecreasing
order of σ̄C̃j

, and we get the schedule

π = (J4, J5, J1, J11, J12, J6, J7, J8, J9, J2, J10, J3).
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J6

J9

J12
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Figure 1. The Precedence Constraints for Example 5.2

Finally, compute the completion times for jobs in the schedule π and assign the

due date to each job by di = M̄(C̃i) +
ki−λ

2√
λ2

4 +λ
3 + 1

6

σC̃i
(i = 1, · · · , 12). Then, the due

date vector (d1, d2, · · · , d12) is (12.710, 90.997, 111.349, 7.729, 17.103, 53.002, 36.371,
49.407, 89.272, 99.609, 40.126, 23.516).

Remark 5.3. Note that the constraints of the linear programming (9) induced by
the problem is the exponentially large class of constraints. However, as it is pointed
in [22], an effective ellipsoid algorithm based on a polynomial-time separation algo-
rithm is given for solving the linear programming with the exponentially large class
of constraints. Hence, the solution for the example above can be quickly obtained
even the size of the constraints matrix is 4113× 12.

6. Experiment

In [21, 16], two methods are put forward to predict the due date for each job with
the uncertain processing time. In [21], a due date assignment model in stochastic
environment is proposed in which the job’s processing time is assumed as a random
variable with normal distribution; the due date for each job is given by d = E(C)+
kσC where E(C) is the mean value of the completion time C, σC is the standard
variance of the completion time C, and k is the value such that Φ(k) = t

e+t in

which Φ(x) is the standard normal cumulative distribution function, e is the per
unit earliness penalties, and t is the per unit tardiness penalties. Besides, in [16], the
due date assignment model in fuzzy environment is given in which the symmetric
triangular fuzzy numbers are used to model the uncertain processing times; the due
date is assigned to each job by d = a + kα with respect to the completion time
(a, α) where k is determined by e and t. Without special statement, the method in
[21], the method in [16] and the method of our paper are briefly written as method
1, method 2, and method 3 in the following.
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Next, the three methods above will be tested on the same data coming from
Example 1 [21] to examine their effectivity by comparing the total costs for the
same data, which can be denoted by the the flow diagram in Figure 2.

Collect the data

of the processing

time of the job

Model the processing
time by the uncertain

variable base on
the collected data

Construct the due date
assignment scheduling
model; Solve the model
and output the due date

Compute the total
penalties and examine

the effectivity of the due
date assignment method

Figure 2. The Flow Diagram for Examining the Effectivity of
the Due Date Assignment Method

In Example 1 [21], the processing time of the job is the random variable with nor-
mal distribution N(10, 32); the per unit earliness penalties and tardiness penalties

are e = 3
√
2π and t = 27

√
2π. Next, we produce 6 samples from the normal distri-

bution N(10, 32) same as ones in [16], whose sample sizes are 46, 81, 180, 344, 666
and 1332, respectively. The sampling method for each sample is as follows. First,
according to the 3σ principe, determine the interval which the processing time of
the job is almost in. It is easy to get that the interval is [1,19]. Second, divide the
interval [1,19] into 6 subintervals as [1, 4], [4, 7], [7, 10], [10, 13], [13, 16] and [16, 19].
At last, choose processing times from 6 subintervals accord with the probability of
the random variable N(10, 32) in each interval.

Next, model the uncertain processing time of the job by the uncertain variable
based on the collected data and determine the due dates of the job by use of the three
methods. For method 1 [21], the uncertain processing time of the job is modelled
by the random variable with normal distribution N(10, 32) for each sample, and
the due date for the job determined by method 1 is 13.8460; for method 2 [16],
the uncertain processing time of this job is modelled by the symmetrical triangle
fuzzy number (10, 8.5) for each sample, and the due date determined according
to the method 2 is 14.6987 [16]; for method 3, we use the symmetric trapezoidal
fuzzy number (10, 10.8095, 8.0952) to model the uncertain processing time for each
sample, and the due date for this job is 14.4749 according to the method of our
paper.

Then, compute the earliness-tardiness penalties of all jobs in each sample, which
are are shown in Figure 3. Compute the total penalties of all jobs in each sample
for these three methods, and compute the ratios of the total penalties of jobs for
method 3 and the ones for other methods which is given in Table 1 with ri3 =
the total penalties of jobs for method 3

the total penalties of jobs for method i
for each sample (i = 1, 2); Known from

ratios of Table 1, for the same data above, the method proposed in this paper is
better than the other two methods.
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Figure 3. The Earliness-Tardiness Penalties of Jobs in Samples1-6

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 Sample 6
46 jobs 81 jobs 180 jobs 344 jobs 666 jobs 1332 jobs

r13 0.9847 0.9844 0.9788 0.9724 0.9888 0.9921

r23 0.9888 0.9891 0.9794 0.9725 0.9933 0.9967

Table 1. The Ratios of the Total Penalties of the Jobs in Each

Sample for Three Methods

Further, according to the approximation algorithm in section 5, our model can
deal with the due date assignment problems with the precedence constraints and
controllable processing times in uncertain environment, whereas there are no results
for this case by the other two ones [16, 21] as far as we know. Moreover, we use
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the Example 5.2 to test the approximation algorithm in section 5. All algorithms
are implemented using MATLAB language (no explicit use of parallel toolbox),
tested in MATLAB 2014a, 8GB memory and Intel core i7-4790 CPU. Then, the
schedule with the objective function value 1407.14 is obtained by the approxima-
tion algorithm of section 5 in 1 second. On the other side, the optimal schedule
π∗ = (J4, J1, J5, J11, J6, J12, J7, J8, J2, J9, J10, J3) with the objective function value
1402.64 can be obtained by enumeration, but the time is about 1271 seconds due
to examining 3628800 permutations. Moreover, the ratio of two objective function
values is 1407.14

1402.64 = 1.003, which shows that the approximation algorithm in section
5 is effective.

7. Conclusions

In this paper, we study a due date assignment scheduling problem with prece-
dence constraints and controllable processing times in fuzzy environment, in which
the basic processing time of each job is assumed to be the symmetric trapezoidal
fuzzy number, and the linear resource consumption function is used. First, the
condition for the optimal due date with respect to the completion is given. Then,
the properties of the optimal schedule are obtained. Based on these properties,
we show that the problem is NP-hard. Furthermore, we identify a polynomially
solvable case of the problem. For the general cases, we develop an efficient approxi-
mation algorithm based on solving the relaxation of the problem, whose worst case
ratio is show to be 2.

However, the approximation algorithm in section 5 is required to solve a kind of
linear programming with exponentially large class of constraints. Our work may
accordingly focus on designing more effective algorithm for the due date assignment
scheduling with general precedence constraints and controllable processing times in
uncertain environment.
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